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Abstract
We study the nondeterministic state complexity of the k-th power and positive closure opera-
tions on the classes of prefix-, suffix-, factor-, and subword-free, -closed, and -convex regular
languages, and on the classes of right, left, two-sided, and all-sided ideal languages. We show
that the upper bound kn on the complexity of the k-th power in the class of regular languages
is tight for closed and convex classes, while in the remaining classes, the tight upper bound is
k(n − 1) + 1. Next we show that the upper bound n on the complexity of the positive closure
operation in the class of regular languages is tight in all considered classes except for classes
of factor-closed and subword-closed languages, where the complexity is one. All our worst-case
examples are described over a unary or binary alphabet, except for witnesses for the k-th power
on subword-closed and subword-convex languages which are described over a ternary alphabet.
Moreover, whenever a binary alphabet is used for describing a worst-case example, it is optimal
in the sense that the corresponding upper bounds cannot be met by a language over a unary
alphabet. The most interesting result is the description of a binary factor-closed language meet-
ing the upper bound kn for the k-th power. To get this result, we use a method which enables
us to avoid tedious descriptions of fooling sets.

1. Introduction

The nondeterministic state complexity of a regular language is the smallest number of states in
any nondeterministic finite automaton (with a unique initial state) recognizing this language.
The nondeterministic state complexity of a regular operation is the number of states that are
sufficient and necessary in the worst case to accept the language resulting from this operation,
considered as a function of the nondeterministic state complexities of the operands.

The nondeterministic state complexity of basic regular operations such as union, intersection,
concatenation, and positive closure, has been investigated by Holzer and Kutrib [8].
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The binary witnesses for complementation and reversal were described by Jirásková [12]. The k-
th power operation on nondeterministic automata was studied by Domaratzki and Okhotin [5].
The nondeterministic state complexity of operations on prefix-free and suffix-free languages
was examined by Han et al. [6, 7] and by Jirásková et al. [13, 15]. The results of these
papers were improved and new results on nondeterministic complexity were obtained in a series
of papers by Mlynárčik et al. In [14], complementation on prefix-free, suffix-free, and non-
returning languages was investigated. Complementation on factor-free, subword-free, and ideal
languages was considered in [17], basic operations (intersection, union, concatenation, Kleene
star, reversal, complementation) on closed and ideal languages in [10], and basic operations on
free and convex languages in [11]. Let us mention that the (deterministic) state complexity of
basic operations on all above mentioned classes were considered by Brzozowski et al. [2, 3, 4].

In this paper, we investigate the nondeterministic state complexity of the k-th power and
positive closure operations on subclasses of convex languages. For both operations and all
considered subclasses, we provide a tight upper bound on its nondeterministic state complexity.
Except for two cases in which our witnesses are ternary, all the witnesses are described over a
binary or unary alphabet. Moreover, whenever a binary alphabet is used, it is always optimal
in the sense that the corresponding upper bound cannot be met by any unary language.

2. Preliminaries

We assume that the reader is familiar with basic notions in formal languages and automata
theory. For details and all the unexplained notions, the reader may refer to [9, 19, 20]. Let
Σ be a finite non-empty alphabet of symbols. Then Σ∗ denotes the set of strings over the
alphabet Σ including the empty string ε. A language is any subset of Σ∗. The concatenation
of two languages K and L is the language KL = {uv | u ∈ K and v ∈ L}. The k-th power of
a language L is the language Lk = LLk−1 where L0 = {ε}. The Kleene star of a language L is
the language L∗ =

⋃
i≥0 L

i. The positive closure of a language L is the language L+ =
⋃

i≥1 L
i.

A nondeterministic finite automaton (NFA) is a quintuple A = (Q,Σ, ·, s, F ) where Q is a finite
non-empty set of states, Σ is a finite non-empty input alphabet, s ∈ Q is the initial state, F ⊆ Q
is the set of final (or accepting) states, and · : Q× Σ→ 2Q is the transition function which can
be extended to the domain 2Q × Σ∗ in the natural way.

The language accepted (or recognized) by the NFA A is defined as L(A) = {w ∈ Σ∗ | s ·w∩F 6=
∅}. An NFA is a (partial) deterministic finite automaton (DFA) if |q · a| ≤ 1 for each q in Q
and each a in Σ.

We say that (p, a, q) is a transition in NFA A if q ∈ p · a. We also say that the state q has
an in-transition on symbol a, and the state p has an out-transition on symbol a. An NFA is
non-returning if its initial state does not have any in-transitions, and it is non-exiting if each
its final state does not have any out-transitions. To omit a state in an NFA means to remove it
from the set of states and to remove all its in-transitions and out-transitions from the transition
function. To merge two states means to replace them by a single state with all in-transitions
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and out-transitions of the original states.

The reverse of a string w in Σ∗ is defined by εR = ε and (wa)R = awR for each a in Σ and
each w in Σ∗. The reverse of a language L is the language LR = {wR | w ∈ L}. The reverse
of an NFA A = (Q,Σ, ·, s, F ) is the NFA AR = (Q,Σ, ·R, F, {s}) with possibly multiple initial
states where q ·R a = {p ∈ Q | q ∈ p · a}; notice that AR is obtained from A by reversing all the
transitions, and by swapping the roles of the initial and final states. Let A = (Q,Σ, ·, s, F ) be
an NFA and X, Y ⊆ Q. We say that X is reachable in A if there is a string w in Σ∗ such that
X = s · w. Next, we say that Y is co-reachable in A if Y is reachable in AR.

The nondeterministic state complexity of a regular language L, denoted nsc(L), is the small-
est number of states in any NFA for L. To provide lower bounds on nondeterministic state
complexity, we use the fooling set method described below.

Definition 2.1 A set of pairs of strings {(xi, yi) | i = 1, 2, . . . , n} is called a fooling set for
a language L if for each i, j in {1, 2, . . . , n}, xiyi ∈ L, and if i 6= j, then xiyj /∈ L or xjyi /∈ L.

Lemma 2.2 (cf. [1, Lemma 1]) Let F be a fooling set for a regular language L. Then every
NFA for L has at least |F| states.

The next lemma provides a useful way to prove the minimality of a given NFA.

Lemma 2.3 Let n ≥ 2. Let A be an NFA with the state set Q = {1, 2, . . . , n} and let
{(Xi, Yi) | i ∈ Q} be a set of pairs of subsets of Q such that for each i in Q

(1) Xi is reachable and Yi is co-reachable in A,
(2) i ∈ Xi ∩ Yi, and
(3) Xi ⊆ {i, i + 1, . . . , n} and Yi ⊆ {1, 2, . . . , i}.

Then every NFA for L(A) has at least n states.

Proof. Since Xi is reachable, there is a string xi which sends the initial state of A to the
set Xi. Since Yi is co-reachable, there is a string yi which is accepted by A from every state
in Yi and rejected from every other state. Since Xi ∩ Yi = {i}, the string xiyi is in L(A). Let
i 6= j. Without loss of generality, we have i > j. Then Xi ∩ Yj = ∅, so xiyj is not in L(A). It
follows by Definition 2.1 that the set {(xi, yi) | i ∈ Q} is a fooling set for L(A), so every NFA
for L(A) has at least n states by Lemma 2.2. 2

If u, v, w, x ∈ Σ∗ and w = uxv, then u is a prefix of w, x is a factor of w, and v is a suffix
of w. If w = u0v1u1 · · · vnun, where ui, vi ∈ Σ∗, then v1v2 · · · vn is a subword of w. A prefix v
(suffix, factor, subword) of w is proper if v 6= w. A language L is prefix-free if w ∈ L implies
that no proper prefix of w is in L; it is prefix-closed if w ∈ L implies that each prefix of w is in
L; and it is prefix-convex if u,w ∈ L and u is a prefix of w imply that each string v such that
u is a prefix of v and v is a prefix of w is in L. Suffix-, factor-, and subword-free, -closed, and
-convex languages are defined analogously. A language is a right (respectively, left, two-sided,
all sided) ideal if L = LΣ∗ (respectively, L = Σ∗L,L = Σ∗LΣ∗, L = L� Σ∗ where L� Σ∗ is
the language obtained from L by inserting any number of symbols to any string in L). Notice
that the classes of free, closed, and ideal languages are subclasses of convex languages.
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It is known that if a language is prefix-free, then every minimal NFA for it is non-exiting [18,
Proposition 4.2], and if a language is suffix-free, then every minimal NFA for it is non-returning
[18, Proposition 4.3]. Next, if a language is a right (left) ideal, then it is accepted by a minimal
NFA such that its unique final (initial) state has a loop on each symbol and no other out-
transitions (in-transitions) [10, Proposition 12], [18, Proposition 6.1]. Finally, an NFA with all
states final accepts a prefix-closed language [18, Proposition 5.1], an NFA with all states initial
accepts a suffix-closed language, and if a language is prefix-closed and suffix-closed, then it is
factor-closed [18, Proposition 5.3].

3. Results

In this section, we examine the nondeterministic state complexity of the k-th power and positive
closure on subclasses of convex languages. To get upper bounds, we use automata characteri-
zations of languages in considered classes. To get lower bounds, we use the fooling set method
given by Lemma 2.2 or, in the case of binary factor-closed languages, its simplification given
by Lemma 2.3.

The nondeterministic state complexity of the k-th power on regular languages is kn if k ≥ 2
and n ≥ 2 [5, Theorem 3]. The next theorem shows that the complexity of the k-th power
on all the classes of free, ideal, and unary convex languages is k(n − 1) + 1, while in all the
remaining classes, it is kn. To describe a subword-closed witness, we use a ternary alphabet.
All the remaining witnesses are described over binary or unary alphabets, and moreover, the
binary alphabet is always optimal.

Theorem 3.1 (k-th Power) Let k ≥ 2 and n ≥ 2. Let L be a language with nsc(L) ≤ n.

(1) If L is prefix- or suffix-free, then nsc(Lk) ≤ k(n− 1) + 1, and this upper bound is met by a
unary subword-free language.

(2) If L is right or left ideal, then nsc(Lk) ≤ k(n − 1) + 1, and this upper bound is met by a
unary all-sided ideal language.

(3) If L is a unary convex language, then nsc(Lk) ≤ k(n− 1) + 1, and this upper bound is met
by a unary subword-closed language.

(4) If L is prefix- or suffix-closed, then nsc(Lk) ≤ kn, and this upper bound is met by a binary
factor-closed language and by a ternary subword-closed language.

Proof. (1) We may assume that a minimal NFA N for a prefix-free language L is non-exiting
and has a unique final state. To get an NFA for Lk, we take k copies of N and we merge the
final state in the j-th copy with the initial state in the (j + 1)-th copy if 1 ≤ j ≤ k − 1. The
initial state of the resulting NFA is the initial state in the first copy, and its final state is the
final state in the k-th copy. If L is suffix-free, then we may assume that a minimal NFA N
for L is non-returning. To get an NFA for Lk, we take k copies of N . For every symbol a and
every final state p in the j-th copy with 1 ≤ j ≤ k − 1, we make the state p non-final and add
the transitions (p, a, q) whenever there is a transition on a to q from the initial state in the
(j + 1)-th copy. Next, we omit the unreachable initial state in the (j + 1)-th copy.



NONDETERMINISTIC COMPLEXITY OF Lk AND L+ ON SUBCLASSES 39

For tightness, let L = {an−1}. Then L is subword-free and it is accepted by an n-state NFA.
We have Lk = {ak(n−1)} and the set {(ai, ak(n−1)−i) | 0 ≤ i ≤ k(n − 1)} is a fooling set for Lk

of size k(n− 1) + 1. By Lemma 2.2, every NFA for Lk has at least k(n− 1) + 1 states. Hence
nsc(Lk) = k(n− 1) + 1.

(2) We may assume that a minimal NFA for a right ideal language L has a loop on every input
symbol in its unique final state which has no other out-transitions. The construction of an NFA
for Lk is the same as for prefix-free languages in case (1). Next, we may assume that a minimal
NFA for a left ideal language L has a loop on every input symbol in its initial state which
has no other in-transitions. The construction of an NFA for Lk is the same as for suffix-free
languages in case (1), except that we add a loop on every symbol on p.

For tightness, let L = {ai | i ≥ n− 1}. Then L is an all-sided ideal language and L is accepted
by an n-state NFA. We have Lk = {ai | i ≥ k(n− 1)} and the same fooling set as in case (1) is
a fooling set for Lk.

(3) Let L be a unary convex language accepted by a minimal n-state NFA. If L is infinite,
then L = {ai | i ≥ n− 1}, so Lk = {ai | i ≥ k(n− 1)} and nsc(Lk) = k(n− 1) + 1. If L is finite,
then the length of the longest string in L is n − 1, so the length of the longest string in Lk

is k(n− 1) and nsc(Lk) = k(n− 1) + 1. This upper bound is met by the unary subword-closed
language {ai | 0 ≤ i ≤ n− 1}.

(4) The upper bound is the same as in the general case of regular languages. Let us describe
binary factor-closed and ternary subword-closed witnesses.

Let L be the language accepted by the NFA A shown in Figure 1. Since A has all states final

1A 2 . . . n− 1 n
a a a a

b b b b

Figure 1: A binary factor-closed witness language meeting the upper bound kn for the k-th power.

and L = LR, the language L is prefix-closed and suffix-closed, and therefore also factor-closed.
The reader can verify that the language Lk is accepted by the kn-state partial DFA D consisting
of k copies of A connected through the transitions on a going from the last state of the j-th
copy to the second state of the (j + 1)-th copy if 1 ≤ j ≤ k − 1.

For i = 1, 2, . . . , kn, let Xi = {i} and Yi = {1, 2, . . . , i}. Notice that

• each set Xi with i /∈ {jn + 1 | 1 ≤ j ≤ k − 1} is reachable in D by a word in a∗;

• each set Xi with i ∈ {jn + 1 | 1 ≤ j ≤ k − 1} is reachable in D by a word in a∗b;

• each set Yi with i /∈ {jn | 1 ≤ j ≤ k − 1} is co-reachable in D since it is reachable in DR

by a word in a∗;

• each set Yi with i ∈ {jn | 1 ≤ j ≤ k − 1} is co-reachable in D since it is reachable in DR

by a word in a∗b.
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Moreover, i ∈ Xi ∩ Yi, Xi ⊆ {i, i + 1, . . . , kn}, and Yi ⊆ {1, 2, . . . , i}, so the sets Xi and Yi

satisfy the conditions of Lemma 2.3. Hence every NFA for Lk has at least kn states, which
together with the upper bound gives nsc(Lk) = kn.

Next, let L = {b∗aic∗ | 0 ≤ i ≤ n − 1}, which is accepted by an n-state NFA. Since every
subword of a string b`aicm in L is of the form b`

′
ai

′
cm

′
where i′ ≤ i ≤ n− 1, the language L is

subword-closed. For each j with 1 ≤ j ≤ k, consider the set of pairs of strings

Fj = {((ban−1c)j−1bai, an−1−ic(ban−1c)k−j) | 0 ≤ i ≤ n− 1}.

We have (ban−1c)k ∈ Lk. Next, we have Lk ⊆ (b∗a∗c∗)k, and moreover, no string with more
than k(n − 1) occurrences of a is in Lk. It follows that the set

⋃k
j=1Fj is a fooling set for Lk

of size kn, so every NFA for Lk has at least kn states by Lemma 2.2. 2

Notice that in the theorem above, we must have n ≥ 2 since for every positive integer k, the k-th
power of a language accepted by a 1-state NFA is the same language. The theorem also shows
that two symbols are necessary to meet the bound kn for the k-th power on closed languages.

Now we consider the operation of positive closure. The upper bound on nondeterministic state
complexity of positive closure on regular languages is n [8, Theorem 9] since we can get an
NFA for L+ from an NFA for L by adding the transition (q, a, s) whenever there is a transition
(q, a, f) for a final state f . The next theorem showsthat this upper bound is tight in all the
classes of free and ideal, so also convex languages, and on the classes of prefix-closed and suffix-
closed languages. It also proves that the positive closure of every factor-closed language is of
complexity one.

Theorem 3.2 (Positive Closure) Let n be a positive integer.

(1) There exists a unary subword-free language L with nsc(L) ≤ n and nsc(L+) = n.

(2) There exists a unary all-sided ideal language L with nsc(L) ≤ n and nsc(L+) = n.

(3) There exists a binary prefix-closed language L with nsc(L) ≤ n and nsc(L+) = n.

(4) There exists a binary suffix-closed language L with nsc(L) ≤ n and nsc(L+) = n.

(5) If L is factor-closed, then nsc(L+) = 1.

Proof. (1) Let L = {an−1}, which is accepted by an n-state NFA. Then L+ = {ak(n−1) | k ≥ 1}
and the set {(ai, an−1−i) | 0 ≤ i ≤ n− 1} is a fooling set for L+ of size n. By Lemma 2.2, every
NFA for L+ has at least n states. Hence nsc(L+) = n.

(2) Let L = {ai | i ≥ n − 1}, which is accepted by an n-state NFA. We have L+ = L and the
same set as above is a fooling set for L+ of size n.

(3) Let L be the language accepted by the NFA shown in Figure 2. Notice that each state of
this NFA is final, hence L is prefix-closed. Consider the set F = {(ai, an−1−ib) | 0 ≤ i ≤ n− 1}.
We have aian−1−ib = an−1b, which is in L+. Let 0 ≤ i < j ≤ n − 1. Then aian−1−jb is not
in L+. Hence the set F is a fooling set for L+ of size n.

(4) Let L be the language accepted by the NFA shown in Figure 3. Notice that if we make all
states of this NFA initial, then we get an equivalent finite automaton. Hence L is suffix-closed.
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1 2 . . . n
a a a

b

Figure 2: A binary prefix-closed witness language meeting the upper bound n for positive closure.

Moreover, L+ = L since the initial state is the unique final state. Consider the set of pairs of
strings F = {(bai, an−1−i) | 0 ≤ i ≤ n− 1}. Since ban−1 ∈ L, while bak with k ≤ n− 2 is not in
L, the set F is a fooling set for L, so also for L+, of size n.

1 2 3 . . . n

a
a a a

a
b

Figure 3: A binary suffix-closed witness language meeting the upper bound n for positive closure.

(5) Let Γ be the set of symbols present in at least one string of L. Then L ⊆ Γ∗, and since L is
factor-closed, Γ ∪ {ε} ⊆ L. It follows that L+ = Γ∗, which is accepted by a one-state NFA. 2

Notice that two symbols are necessary to meet the bound n for positive closure on prefix- and
suffix-closed languages since every unary prefix- or suffix-closed language is also factor-closed.

4. Conclusions

We investigated the nondeterministic state complexity of the k-th power and positive closure
in the subclasses of convex languages. We considered the classes of prefix-, suffix-, factor-,
and subword-free, -closed, and -convex languages, and the classes of right, left, two-sided, and
all-sided ideals. We found the exact complexities of both operations in each of the above
mentioned classes. For describing witness languages for the k-th power on subword-closed and
subword-convex languages, we used a ternary alphabet. All the remaining witness languages
are described over a binary or unary alphabet. Moreover, if a binary alphabet is used, it is
optimal in the sense that the corresponding upper bound cannot be met by any unary language.
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[17] P. MLYNÁRČIK, Complement on free and ideal languages. In: J. SHALLIT, A. OKHOTIN
(eds.), Descriptional Complexity of Formal Systems – 17th International Workshop, DCFS 2015,
Waterloo, ON, Canada, June 25–27, 2015. Proceedings. Lecture Notes in Computer Science 9118,
Springer, 2015, 185–196.



NONDETERMINISTIC COMPLEXITY OF Lk AND L+ ON SUBCLASSES 43
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