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#### Abstract

Aim: 1) Summarize known results concerning deterministic and nondeterministic complexity of basic operations in the class of regular languages and its subclasses. 2) Investigate properties of nondeterministic finite automata accepting languages in some special subregular classes (prefix-, suffix-, factor-, and subword-free languages, closed languages, convex languages and ideal languages). 3) Use the properties of nondeterministic automata to get nondeterministic complexity of operations union, intersection, concatenation, star, reversal and complementation in above mentioned subregular classes.

Annotation: We investigate properties of nondeterministic finite automata accepting languages in subregular classes of prefix-, suffix-, factor-, and subword-free languages, closed languages, convex languages and ideal languages. We use these properties to study the nondeterministic complexity of operations of union, intersection, concatenation, star, reversal, and complementation in these subregular classes. Except for complementation on factor-convex and subwordconvex languages, we get the precise complexity of each operation in each of considered subregular classes. To describe worst case examples, we use small fixed alphabets in most cases, which are almost always optimal.
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## Abstract

We study the nondeterministic state complexity of the operations of intersection, union, concatenation, star, reversal, and complementation in the classes of prefix-, suffix-, factor-, and subword-free (-closed, and -convex) languages, and in the classes of right (left, twosided, and all-sided) ideal languages. Except for complementation on factor-convex and subword-convex languages, we obtained tight upper bounds for all considered operations in all considered classes. Most of our witness languages are defined over small fixed alphabets of size at most three, and the size of these alphabets usually cannot be decreased. As for complementation, we show that the corresponding upper bounds cannot be met by any binary prefix-, suffix-, or factor-free language, and on suffix-convex languages, we prove the tightness of the upper bound $2^{n}$, which are the most ineteresting results of this thesis.

Keywords: regular operations, subregular classes of prefix-, suffix-, factor-, and subwordfree (-closed, and -convex) languages, and right (left, two-sided, and all-sided) ideal languages, nondeterministic state complexity, fooling-set lower bound method

## Abstrakt

V práci študujeme nedeterministickú stavovú zložitost́ operácií prienik, zjednotenie, zret̉azenie, uzáver, zrkadlový obraz a doplnok v triedach bezpredponových, bezpríponových, bezfaktorových a bezpodslovových jazykov, d’alej v triedach jazykov uzavretých na predpony (prípony, faktory, podslová), predponovo-, príponovo-, faktorovo-, podslovovo-konvexných jazykov a v triedach pravých (l’avých, obojstranných, všetkostranných) ideálnych jazykov. Až na doplnok na faktorovo-konvexných a podslovovo-konvexných jazykoch, získavame vždy presné hodnoty zložitostí všetkých operácií na všetkých uvažovaných podtriedach. Na definovanie jazykov pre najhorší prípad používame skoro vždy malé konštatntné abecedy, vel’kost ktorých obvykle už nejde zmenšit.. Najzaujímavejšími výsledkami práce sú výsledky týkajúce sa doplnku na binárnych bezpredponových, bezpríponových a bezfaktorových jazykoch a na príponovo-konvexných jazykoch.

Kl’účové slová: regulárne operácie, subregulárne triedy bezpredponových, bezpríponových, bezfaktorových a bezpodslovových jazykov, triedy jazykov uzavretých na predpony (prípony, faktory, podslová), predponovo-, príponovo-, faktorovo-, podslovovo-konvexné jazyky, triedy pravých (l’avých, obojstranných, všetkostranných) ideálnych jazykov, nedeterministická stavová zložitost́, metóda klamúcej množiny
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## Preface

"You will come to know the truth, and the truth will set you free."
(John 8,32)
A language is a bridge to man's mind or soul. It is one of the most important treasure for people. Understanding a language means a big step to the other heart, as well as to the mine. It is not easy to describe natural language (even perhaps not possible at all), but I believe that attemption to describe formal forms helps us to be closer to language understanding. Those facts are strong motivations for me to deal with formal languages.

I am very thankful for possibility to study and work on such intersting topic with my colleagues. It gave me much in many field in my life.

I have performed a little step to understanding and also I realize how much I still do not know and I have much to do for my next way.

## Introduction

Finite automata and regular languages are one of the oldest topics in formal languages theory. The basic properties of this class of languages were investigated in 1950s and 1960s. Although regular languages are the simplest languages in Chomsky hierarchy, some challenging problems are still open. The most famous is the question of how many states are sufficient and necessary for two-way deterministic automata to simulate twoway nondeterministic automata, which is connected to the well-known NLOGSPACE vs. DLOGSPACE problem [2].

In last three decades, we can observe a new interest in regular languages which have applications in software engineering, programming languages, and other areas of computer science. However, they are also interesting from the theoretical point of view [28]. Various properties of this class are now intensively studied. One of them is descriptional complexity which studies the cost of description of languages by formal systems such as deterministic and nondeterministic automata, or grammars.

Rabin and Scott in 1959 [42] defined nondeterministic finite automata (NFAs), described an algorithm known as the "subset construction" which shows that every $n$-state nondeterministic automaton can be simulated by at most $2^{n}$-state deterministic finite automaton (DFA). In 1962 Yershov [46] then showed that this construction is optimal. Maslov [37] investigated the state complexity of union, concatenation, and star, and also some other operations. Birget in [3, 4] examined intersection and union. He also considered the question of the size of nondeterministic automaton for the complement of a language. The complement of a formal language $L$ over an alphabet $\Sigma$ is the language $L^{c}=\Sigma^{*} \backslash L$, where $\Sigma^{*}$ is the set of all strings over an alphabet $\Sigma$. The complementation is an easy operation on regular languages represented by deterministic finite automata (DFAs) since to get a DFA for the complement of a regular language, it is enough to interchange the final and non-final states in a DFA for this language.

On the other hand, complementation on regular languages represented by NFAs is an expensive task. We first must apply the subset construction to a given NFA, and
only after that, we may interchange the final and non-final states. This gives an upper bound $2^{n}$.

Sakoda and Sipser [43] presented an example of languages over a growing alphabet size meeting this upper bound. Birget claimed the result for a three-letter alphabet in [4], and later corrected this to a four-letter alphabet. Holzer and Kutrib [24] obtained the lower bound $2^{n-2}$ for a binary $n$-state NFA language. Finally, binary $n$-state NFA languages meeting the upper bound $2^{n}$ were described by Jirásková in [30]. In the case of a unary alphabet, the complexity of complementation is in $\mathrm{e}^{\Theta(\sqrt{n \ln n})}[24,30]$.

Birget [3] described a lower-bound technique for proving minimality of NFAs. The technique is known as a fooling-set method. Although in some cases there is a large gap between the size of a fooling set and the size of minimal nondeterministic automaton [29], in a many other cases, the fooling sets can be used to prove the minimality of nondeterministic machines, and we successfully use this method throughout our thesis.

The systematic study of the state complexity of operations on regular languages began in the paper by Yu et al. [49]. The nondeterministic state complexity of operations was investigated by Holzer and Kutrib [24], and some improvements of their results can be found in [30]. Some special operations were examined as well: proportional removals in [14], shuffle in [10], and cyclic shift in [33].

Recently, researchers investigated subclasses of regular languages such as, for example, prefix- and suffix-free languages [13,19,22], ideal languages [7], closed languages [8], bifix-, factor-, and subword-free languages [5], union-free languages [31], or star-free languages [9]. In some of these classes, the operations have smaller complexity, while in the others, the complexity of operations is the same as in the general case of regular languages.

Prefix-free languages are used in codes like variable-length Huffman codes or country calling codes. In a prefix-code, there is no codeword which is a proper prefix of any other codeword. Therefore, a receiver can identify each codeword without any special marker between words. This was a motivation for investigating this class of languages in last few years [15, 16, 21, 23, 36].

The non-deterministic state complexity of operations on prefix-free and suffix-free languages was studied by Han et al. in [19-21,23]. For the nondeterministic state complexity of complementation, they obtained an upper bound $2^{n-1}+1$ in both classes, and lower bounds $2^{n-1}$ and $2^{n-1}-1$ for prefix-free and suffix-free languages, respectively. The questions of tightness remained open. In the first part of this thesis, we solve both of these open questions, and we prove that in both classes, the tight bound is $2^{n-1}$. To prove tightness, we use a ternary alphabet. Hence the nondeterministic state complexity of
complementation on prefix- or suffix-free languages defined over an alphabet that contains at least three symbols is given by the function $2^{n-1}$. We also show that this upper bound cannot be met by any binary prefix- or suffix-free language. We get a similar result in the class of factor-free languages, and moreover we obtain the tight upper bounds on the nondeterministic complexity of each considered operation in each of the four free classes. We also study the unary free languages, and, besides some other results, we prove that the nondeterministic state complexity of complementation is in $\Theta(\sqrt{n})$ in the each of the four classes of free languages.

Then we deal with the operations of intersection, union, concatenation, star, reversal, and complementation on prefix-, suffix-, factor-, and subword-closed languages, and on right (left, two-sided, and all-sided) ideal languages. In all cases, we get tight upper bounds on the nondeterministic complexity for all operations. Except for three cases, our witnesses are defined over small fixed alphabets.

Finally, we use our results to show that the nondeterministic complexities of basic regular operations, except for complementation, in the classes of prefix-, suffix-, factor-, and subword-convex languages are the same as in the general case of regular languages. As for complementation, the complexity in the class of suffix-convex languages is $2^{n}$ which is one of the most interesting results of this thesis. A curious reader is referred to read Chapter 7 to find out why this is the case :).

All the results of this thesis, except for the results on convex languages and some results on free languages, have been already published in three papers (co-authored) by the author of this thesis given in the list of author's publications, and presented at international conferences DCFS 2014, 2015 and CIAA 2016. The paper on the results for convex and free languages has been accepted to the conference CIAA 2017 in Paris, and will be presented by the author (if nothing unexpected happens).

## Chapter 1

## Preliminaries

We use a standard model of a nondeterministic finite automaton (NFA), as explained, for example, in [44]. For details, the reader may refer to [25, 44, 48].

Let $\Sigma$ be a finite non-empty alphabet of symbols. Then $\Sigma^{*}$ denotes the set of strings over the alphabet $\Sigma$ including the empty string $\varepsilon$. The length of a string $w$ is denoted by $|w|$, and the number of occurrences of a symbol $a$ in a string $w$ by $|w|_{a}$. A language is any subset of $\Sigma^{*}$. For a finite set $X$, the cardinality of $X$ is denoted by $|X|$, and its power-set by $2^{X}$.

For a language $L$ over an alphabet $\Sigma$, the complement of $L$ is the language $L^{c}=\Sigma^{*} \backslash L$. The intersection of languages $K$ and $L$ is the language $K \cap L=\{w \mid w \in K$ and $w \in L\}$. The union of languages $K$ and $L$ is the language $K \cup L=\{w \mid w \in K$ or $w \in L\}$. The concatenation of languages $K$ and $L$ is the language $K L=\{u v \mid u \in K$ and $v \in L\}$. The power of a language $L$ is the language $L^{k}=L L^{k-1}$, where $L^{0}=\{\varepsilon\}$. The star of a language $L$ is the language $L^{*}=\bigcup_{i \geq 0} L^{i}$. The reversal of a string is defined as $\varepsilon^{R}=\varepsilon$ and $(w a)^{R}=a w^{R}$ for each symbol $a$ and string $w$. The reversal of a language $L$ is the language $L^{R}=\left\{w^{R} \mid w \in L\right\}$. The shuffle $u \amalg v$ of strings $u, v \in \Sigma^{*}$ is defined as follows:

$$
u \amalg v=\left\{u_{1} v_{1} \cdots u_{k} v_{k} \mid u=u_{1} \cdots u_{k}, v=v_{1} \cdots v_{k}, u_{1}, \ldots, u_{k}, v_{1}, \ldots, v_{k} \in \Sigma^{*}\right\}
$$

The shuffle of two languages $K$ and $L$ over $\Sigma$ is defined by

$$
K Ш L=\bigcup_{u \in K, v \in L} u Ш v .
$$

A nondeterministic finite automaton (NFA) is a quintuple $A=(Q, \Sigma, \cdot, s, F)$, where $Q$ is a finite non-empty set of states, $\Sigma$ is a finite non-empty input alphabet, • is the transition function that maps $Q \times \Sigma$ to $2^{Q}, s \in Q$ is the start (or initial) state, and
$F \subseteq Q$ is the set of final (or accepting) states. In this thesis we also use another notation of transition function, as $\delta$ or $\circ$. The transition function is extended to the domain $2^{Q} \times \Sigma^{*}$ in the natural way. The language accepted by the NFA $A$ is the set of strings $L(A)=\left\{w \in \Sigma^{*} \mid s \cdot w \cap F \neq \emptyset\right\}$.

An NFA $A=(Q, \Sigma, \cdot, s, F)$ is a (complete) deterministic finite automaton (DFA) if for each state $q$ and each input symbol $a$, the set $q \cdot a$ has exactly one element. In such a case, we write $p \cdot a=q$ instead of $p \cdot a=\{q\}$. If $|q \cdot a| \leq 1$ for each $q$ and $a$, then $A$ is an incomplete deterministic finite automaton (IDFA) Notice that every DFA can be considered to be incomplete. Next, the number of states in the minimal complete and incomplete DFAs for the same language differ by at most one.

Two automata are equivalent if they accept the same language. A DFA (an NFA) $A$ is minimal if there is no equivalent DFA (NFA) with a smaller number of states than $A$ has. It is known that every regular language has a unique, up to isomorphism, minimal DFA however, this is not true for NFAs.

The state complexity of a regular language $L,(L)$, is the number of states in the minimal DFA for $L$.

Sometimes, we allow an NFA to have multiple initial states and use the notation NNFA (an NFA with a nondeterministic choice of initial states) for this model [48]. A nondeterministic finite automaton (NNFA) is a 5-tuple $A=(Q, \Sigma, \cdot, I, F)$, where $Q, \Sigma, \cdot, F$ are the same as for NFA, and $I \subseteq Q$ is the set of initial states. The language accepted by NNFA $A$ is the set $L(A)=\left\{w \in \Sigma^{*} \mid I \cdot w \cap F \neq \emptyset\right\}$.

For an easier description of some constructions, we use $\varepsilon$-model of NFA, denoted as $\varepsilon$-NFA, where we also allow the transitions on the empty string. It is known that every $\varepsilon$-NFA can be converted to an equivalent NFA without increasing the number of states. The reader can find more detailed conversion from $\varepsilon$-NFA to NFA in Chapter 2.

We call a state of an NNFA sink state if it has a loop on every input symbol. From every final sink state, every string is accepted, but from every non-final sink state, no string is accepted. Notice that every minimal IDFA has no non-final sink states, and every minimal DFA has at most one non-final sink state. A state $q$ of an NFA $A$ is called a dead state if no string is accepted by $A$ from $q$, that is, if $q \cdot w \cap F=\emptyset$ for each string $w$. An NFA $A$ is a trim NFA if each its state $q$ is reachable, that is, there is a string $u$ in $\Sigma^{*}$ such that $q \in s \cdot u$, and, moreover, no state of $A$ is dead.

For a symbol $a$ and states $p$ and $q$, we say that $(p, a, q)$ is a transition in the NNFA $A$ if $q \in p \cdot a$, and for a string $w$, we write $p \xrightarrow{w} q$ if $q \in p \cdot w$. We also say that the state $q$ has an in-transition on symbol $a$, and the state $p$ has an out-transition on symbol $a$. A
state is non-exiting if it does not have any out-transitions. An NFA is non-returning if its initial state does not have any in-transitions, and it is non-exiting if each final state of $A$ does not have any out-transitions.

Every NNFA $A=(Q, \Sigma, \cdot, I, F)$ can be converted to an equivalent deterministic automaton $A^{\prime}=\left(2^{Q}, \Sigma, \circ, I, F^{\prime}\right)$, where $S \circ a=S \cdot a$ for each $S$ in $2^{Q}$ and $a$ in $\Sigma$, and $F^{\prime}=\left\{S \in 2^{Q} \mid S \cap F \neq \emptyset\right\}$. We call the DFA $A^{\prime}$ the subset automaton of the NNFA $A$. The subset automaton may not be minimal since some of its states may be unreachable or equivalent to other states.

The nondeterministic state complexity of a regular language $L, \operatorname{nsc}(L)$, is the smallest number of states in any NFA for $L$. To prove the minimality of NFAs, we use a fooling set lower-bound technique $[3,4,18,27]$. We describe this technique in detail in Chapter 2; here we only give the definition of a fooling set.

Definition 1.1. A set of pairs of strings $\left\{\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right), \ldots,\left(u_{n}, v_{n}\right)\right\}$ is called a fooling set for a language $L$ if for all $i, j$ in $\{1,2, \ldots, n\}$,
(F1) $u_{i} v_{i} \in L$,
(F2) if $i \neq j$, then $u_{i} v_{j} \notin L$ or $u_{j} v_{i} \notin L$.
The reverse of an automaton $A=(Q, \Sigma, \cdot, I, F)$ is the NNFA $A^{R}$ obtained from $A$ by swapping the role of initial and final states and by reversing all the transitions. Formally, we have $A^{R}=\left(Q, \Sigma, \cdot{ }^{R}, F, I\right)$, where $q \cdot{ }^{R} a=\{p \in Q \mid q \in p \cdot a\}$ for each state $q$ in $Q$ and each symbol $a$ in $\Sigma$. The NFA $A^{R}$ accepts the language $L(A)^{R}$.

Let $A=(Q, \Sigma, \cdot, I, F)$ be an NNFA and $S, T \subseteq Q$. We say that $S$ is reachable in $A$ if there is a string $w$ in $\Sigma^{*}$ such that $S=I \cdot w$. Next, we say that $T$ is co-reachable in $A$ if $T$ is reachable in $A^{R}$.

If $u, v, w, x \in \Sigma^{*}$ and $w=u x v$, then $u$ is a prefix of $w, x$ is a factor of $w$, and $v$ is a suffix of $w$. Both $u$ and $v$ are also factors of $w$. If $w=u_{0} v_{1} u_{1} \cdots v_{n} u_{n}$, where $u_{i}, v_{i} \in \Sigma^{*}$, then $v_{1} v_{2} \cdots v_{n}$ is a subword of $w$. For example, let $w=a b b a c b$. Strings $a b a c, b b b, b c$ are subwords of $w$, but string aca is not a subword of $w$. Every factor of $w$ is also a subword of $w$. A prefix $v$ (suffix, factor, subword) of $w$ is proper if $v \neq w$.

A language $L$ is prefix-free if $w \in L$ implies that no proper prefix of $w$ is in $L$; it is prefix-closed if $w \in L$ implies that each prefix of $w$ is in $L$; and it is prefix-convex if $u, w \in L$ and $u$ is a prefix of $w$ imply that each string $v$ such that $u$ is a prefix of $v$ and $v$ is a prefix of $w$ is in $L$. Suffix-, factor-, and subword-free, -closed, and -convex languages are defined analogously.

A language $L$ is a right (respectively, left, two-sided, all sided) ideal if $L=L \Sigma^{*}$ (respectively, $L=\Sigma^{*} L, L=\Sigma^{*} L \Sigma^{*}, L=L Ш \Sigma^{*}$ ).

We say that a regular language is a free language if it is either prefix-free, or suffixfree, or factor-free, or subword-free. Let us emphasize that we do not consider star-free, or union-free, or any other free languages in this thesis. In an analoguous way, we use the notions of closed languages, convex languages, and ideal languages.

Notice that the classes of prefix-free, prefix-closed, and ideal languages are subclasses of convex languages and the complement of a closed language is an ideal language.

If languages $K$ and $L$ are accepted by NFAs $A=\left(\{0,1, \ldots, m-1\}, \Sigma,{ }_{A}, 0, F_{A}\right)$ and $B=\left(\{0,1, \ldots, n-1\}, \Sigma, \cdot{ }_{B}, 0, F_{B}\right)$, respectively, then the language $K \cap L$ is accepted by the product automaton

$$
A \times B=\left(\{0,1, \ldots, m-1\} \times\{0,1, \ldots, n-1\}, \Sigma, \cdot,(0,0), F_{A} \times F_{B}\right)
$$

where $(p, q) \cdot a=\left(p \cdot{ }_{A} a\right) \times\left(q \cdot{ }_{B} a\right)$. We call the set of states $\{(i, 0) \mid 0 \leq i \leq m-1\}$ the first column of the product automaton. The first row and the last row/column are the sets $\{(0, j) \mid 0 \leq j \leq n-1\}$ and $\{(m-1, j) \mid 0 \leq j \leq n-1\} /\{(i, n-1) \mid 0 \leq i \leq m-1\}$, respectively.

It is known that every unary $n$-state NFA can be transformed to Chrobak normal form which consist of a simple path containing not more than $2 n^{2}+n$ states, ending with a state in which there is a nondeterministic choice to several pairwise disjoint cycles containing at most $n$ states $[12,45]$; see Figure 3.2.


Figure 1.1: Every unary automaton can be transformed to Chrobak normal form

## Chapter 2

## Upper and Lower Bound Methods

In this thesis we consider unary or binary regular operation as union, intersection, concatenation, star, reversal, complementation. The nondeterministic state complexity of a binary regular operation $\circ$ is a function $f: \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}$ defined as

$$
f(m, n)=\max \{\operatorname{nsc}(K \circ L) \mid \operatorname{nsc}(K)=m \text { and } \operatorname{nsc}(L)=n\}
$$

and the nondeterministic state complexity of a unary operation is a function $f: \mathbb{N} \rightarrow \mathbb{N}$ defined as

$$
f(n)=\max \{\operatorname{nsc}(\circ(L)) \mid \operatorname{nsc}(L)=n\} .
$$

To find the nondeterministic state complexity of the binary operation $\circ$, it is necessary to prove that:
(1) for all integers $m, n$ and all languages $K, L$ such that $\operatorname{nsc}(K)=m, \operatorname{nsc}(L)=n$ we have $\operatorname{nsc}(K \circ L) \leq f(m, n)$, so we say that $f$ is an upper bound on the nondeterministic complexity of $\circ$;
(2) for all integers $m, n$ there exist languages $K, L$ such that $\operatorname{nsc}(K)=m, \operatorname{nsc}(L)=n$ and $\operatorname{nsc}(K \circ L)=f(m, n)$, so we say that $f$ is a lower bound on the nondeterministic complexity of $\circ$. The languages $K, L$ are called wittnes languages for the operation $\circ$.

For a unary operation, the task to find the nondeterministic state comlexity is described analogously.

The nondeterministic complexity of an operation may depend on the size of alphabet over which languages are considered. We usually try to describe wittnes languages over as small alphabet as possible. Moreover, it is not necessary to verify the minimality of NFAs
for our wittnes languages because the nondeterministic complexity of each operation is an increasing function in both $m, n$.

Sometimes the upper and lower bound may be different, but in this thesis all our upper and lower bounds coincide, except for complementation on factor-convex and subwordconvex languages. Thus we almost always obtain the exact nondeterministic state complexity of each operation on each considered class.

We now describe a very useful tool for estimation of a lower bound on the number of states in NNFAs based on fooling set techniques [3, 4, 18, 27]. Recall that set of pairs of strings $\left\{\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right), \ldots,\left(u_{n}, v_{n}\right)\right\}$ is called a fooling set for a language $L$ if for all $i, j$ in $\{1,2, \ldots, n\}$,
(F1) $u_{i} v_{i} \in L$,
(F2) if $i \neq j$, then $u_{i} v_{j} \notin L$ or $u_{j} v_{i} \notin L$.
Lemma 2.1 ( [3, Lemma 1], Lower bound method for NNFAs). Let $\mathcal{F}$ be a fooling set for a language $L$. Then every NNFA for the language $L$ has at least $|\mathcal{F}|$ states.

Proof. Let $A=(Q, \Sigma, \delta, I, F)$ be NFA, such that $L(A)=L$ and let $\mathcal{F}=\left\{\left(x_{i}, y_{i}\right) \mid 1 \leq\right.$ $i \leq n\}$ be the fooling set for language $L$. Let us assume for contradiction, that $|Q|<|\mathcal{F}|$. Fix an accepting computation of $A$ on every $x_{i} y_{i}$, for $1 \leq i \leq n$. Let $q_{i}$ be the state on this computation reached after reading $x_{i}$. So there are $n$ such fixed states $q_{1}, q_{2}, \ldots, q_{n}$. Since $n>|Q|$, there are $i, j$ such that $i \neq j$ and $q_{i}=q_{j}$. See Figure. 2.1. So there are two accepted computations $x_{i} y_{j}$ and $x_{j} y_{i}$ which is contradiction with the property (F2) of the fooling set.


Figure 2.1: The number of states of NFA recocnizing a language $L$ cannot be less than number of pairs in fooling set for $L$.

Let $n$ be an even integer and consider the binary language

$$
L_{n}=\left\{u v \in\{a, b\}^{*}| | u|=|v|=n, u \neq v \operatorname{cor} u=w w\} .\right.
$$

In [29] Jirásková showed that every fooling set for the language $L_{n}$ is of size $O\left(n^{2}\right)$, while every NFA for $L_{n}$ has at least $2^{n / 6}$ states. It follows that the fooling set method described by Lemma 2.1 may fail significantly in some cases. Nevertheless, we use a this method successfully throughout this thesis to get the exact nondeterministic complexity of basic operations in subregular classes in most of considered 96 cases.

Let us emphasize that the size of a fooling set for $L$ provides a lower bound on the number of states in any NNFA for $L$. If we insist on having just one initial state, then the following modification of a fooling set method can be used.

Lemma 2.2 ( [31, Lemma 4], Lower bound method for NFAs). Let $\mathcal{A}$ and $\mathcal{B}$ be sets of pairs of strings and let $u$ and $v$ be two strings such that $\mathcal{A} \cup \mathcal{B}, \mathcal{A} \cup\{(\varepsilon, u)\}$, and $\mathcal{B} \cup\{(\varepsilon, v)\}$ are fooling sets for a language $L$. Then every NFA for $L$ has at least $|\mathcal{A}|+|\mathcal{B}|+1$ states.

Now we present the known result that for each $\varepsilon$-NFA, there exists an NFA that accepts the same language. We provide a more detailed proof here. First, we give the following definition.

Definition 2.1. Let $A=(Q, \Sigma, \cdot, s, F)$ be a $\varepsilon$-NFA. The $\varepsilon$-closure of a state $q \in Q$, denoted $\varepsilon-\operatorname{closure}(q)$, is the set of all states that are reachable from $q$ by zero or more $\varepsilon$-transitions.

Theorem 2.3 ( [47], Lemma 4). For each $\varepsilon-N F A$ A, there exists an NFA $A^{\prime}$ such that $L(A)=L\left(A^{\prime}\right)$. Moreover, the NFA $A^{\prime}$ has the same number of states as the $\varepsilon-N F A A$.

Proof. Let $A=(Q, \Sigma, \cdot, s, F)$ be a $\varepsilon$-NFA. We construct an NFA $A^{\prime}=\left(Q, \Sigma, \circ, s, F^{\prime}\right)$ where for each $q \in Q$ and $a \in \Sigma$,

$$
p \circ a=\bigcup_{q \in \varepsilon-\operatorname{closure}(p)} q \cdot a
$$

and

$$
F^{\prime}=\{q \in Q \mid \varepsilon-\operatorname{closure}(q) \cap F \neq \emptyset\}
$$

First, we show $L(A) \subseteq L\left(A^{\prime}\right)$.
Let $w \in L(A), w=a_{1} a_{2} \cdots a_{k}$ where $a_{i} \in \Sigma$ for each $i$. Then there are sequences of states $q_{0}, q_{1}, \ldots, q_{n}$ and symbols or empty strings $x_{1}, x_{2}, \ldots, x_{n}$ such that

$$
q_{0} \xrightarrow{x_{1}} q_{1} \xrightarrow{x_{2}} \cdots \xrightarrow{x_{n-1}} q_{n-1} \xrightarrow{x_{n}} q_{n}
$$

is an accepting computation in $A$, where each $q_{i} \in Q$ and $u_{i} \in \Sigma \cup\{\varepsilon\}, q_{0}$ is an initial state, $q_{n} \in F$, and $x_{1} x_{2} \cdots x_{n}=a_{1} a_{2} \cdots a_{k}$. There is a sequence $1 \leq i_{1}<i_{2}<\ldots<i_{k} \leq n$, such that for each $i_{j}, x_{i_{j}}=a_{j}$. Then in the accepting computation mentioned above are parts of the following form $q_{0} \cdots q_{i_{j}-1} \xrightarrow{x_{i_{j}}} q_{i_{j}} \xrightarrow{\varepsilon} \cdots \xrightarrow{\varepsilon} q_{i_{j+1}-1} \xrightarrow{x_{i_{j+1}}} q_{i_{j+1}} \cdots q_{n}$, except the case that $n>i_{k}$, when the computation ends with $q_{i_{k}} \xrightarrow{\varepsilon} \cdots \xrightarrow{\varepsilon} q_{n}$.

Now, let us find the appropriate accepting computation in $A^{\prime}$. Since $q_{i_{j+1}-1}$ is in $\varepsilon-\operatorname{closure}\left(q_{i_{j}}\right)$ and $q_{i_{j+1}} \in q_{i_{j+1}-1} \cdot a_{j+1}$, in $A^{\prime}$ there is a transition $q_{i_{j}} \xrightarrow{a_{j+1}} q_{i_{j+1}}$. Let us consider the marginal cases, the begining of computation and finishing of computation. Since the state $q_{i_{1}-1} \in \varepsilon-\operatorname{closure}\left(q_{0}\right)$ and $q_{i_{1}} \in q_{i_{1}-1} \cdot a_{1}$, in $A^{\prime}$ there is transition $q_{0} \xrightarrow{a_{1}} q_{i_{1}}$. If $n>i_{k}$, then $q_{i_{k}} \in F^{\prime}$. Finally, there is accepting computation in $A^{\prime}: q_{0}, q_{i_{1}}, \ldots, q_{i_{k}}$ such that $q_{i_{j+1}} \in q_{i_{j}} \circ a_{j+1}$, so $a_{1} a_{2} \cdots a_{k}$ is accepted by $A^{\prime}$. Hence $w \in L\left(A^{\prime}\right)$.

Now, we show $L\left(A^{\prime}\right) \subseteq L(A)$. Let $w \in L\left(A^{\prime}\right), w=a_{1} a_{2} \cdots a_{k}$. Then there is a sequence of states $q_{0}, q_{1}, \ldots, q_{k}$ such that $q_{0} \xrightarrow{a_{1}} q_{1} \xrightarrow{a_{2}} \cdots \xrightarrow{a_{k}} q_{k}$ is an accepting computation in $A^{\prime}$. If any transition $q_{i} \xrightarrow{a_{i+1}} q_{i+1}$ does not exist in $A$, there are $t_{i}$ states $p_{1}^{i}, p_{2}^{i}, \ldots, p_{t_{i}}^{i}$, such that $q_{i} \xrightarrow{\varepsilon} p_{1}^{i} \xrightarrow{\varepsilon} p_{2}^{i} \xrightarrow{\varepsilon} \cdots \xrightarrow{\varepsilon} p_{t_{i}}^{i} \xrightarrow{a_{i+1}} q_{i+1}$. If $q_{i} \xrightarrow{a_{i+1}} q_{i+1}$ exists in $A$, then $t_{i}=0$. If $q_{k} \in F^{\prime}$ and $q_{k} \notin F$, then there exists $q_{k+1} \in F$ and states $p_{1}^{k}, p_{2}^{k}, \ldots, p_{t_{k}}^{k}$ such that $q_{k} \xrightarrow{\varepsilon} p_{1}^{k} \xrightarrow{\varepsilon} p_{2}^{k} \xrightarrow{\varepsilon} \cdots \xrightarrow{\varepsilon} p_{t_{k}}^{k} \xrightarrow{\varepsilon} q_{k+1}$. So there is accepting computation in $A$ on string $\varepsilon^{t_{0}} a_{1} \varepsilon^{t_{1}} a_{2} \cdots a_{k} \varepsilon^{t_{k}}$, hence $w \in L(A)$.

The next observations are used throughout this paper. Recall that a subset $S$ of the state set of an NNFA $A=(Q, \Sigma, \cdot, I, F)$ is reachable if $S=I \cdot w$ for some string $w$, and it is co-reachable if it is reachable in the NNFA $A^{R}$.

Proposition 2.4. Let $T$ be a co-reachable set in an NNFA $A=(Q, \Sigma, \cdot, I, F)$. Then there is a string $w$ in $\Sigma^{*}$ such that $w$ is accepted by $A$ from each state in $T$ and rejected from each state in $T^{c}$.

Proof. Let $T$ be a a co-reachable set in $A$. Then $T$ is reachable in $A^{R}$, so there is a string $v$ such that $F \cdot{ }^{R} v=T$. Set $w=v^{R}$. Then $w$ is the desired string.

Lemma 2.5. Let $A$ be an NNFA. Let for each state $q$ of $A$, the singleton set $\{q\}$ is reachable as well as co-reachable in $A$. Then $A$ is minimal.

Proof. Let $A=(Q, \Sigma, \cdot, I, F)$. Since $\{q\}$ is reachable in $A$, there is a string $u_{q}$ such that $I \cdot u_{q}=\{q\}$. Since $\{q\}$ is co-reachable in $A$, by Proposition 2.4, there is a string $v_{q}$ accepted by $A$ from and only from the state $q$. Then $\left\{\left(u_{q}, v_{q}\right) \mid q \in Q\right\}$ is a fooling set for $L(A)$. By Lemma 2.1, the NNFA $A$ is minimal.

Recall that an NFA $A$ is trim if every state of $A$ is reachable and useful.
Notice that if $A$ is a trim incomplete DFA, then for each state $q$ of $A$, the singleton set $\{q\}$ is reachable. If moreover $A^{R}$ is an incomplete DFA, then $\{q\}$ is co-reachable in $A$. So we get the following result.

Lemma 2.6. Let $A$ be a trim NFA. If both $A$ and $A^{R}$ are incomplete DFAs, then $A$ and $A^{R}$ are minimal NFAs.

Proposition 2.7. Let $L$ be a language accepted by an n-state NFA in which each subset of the state set is reachable and co-reachable. Then $\operatorname{nsc}\left(L^{c}\right)=2^{n}$.

Proof. Let $A=(Q, \Sigma, \cdot, s, F)$ be an $n$-state NFA and $S \subseteq Q$. Since $S$ is reachable, there exists a string $u_{S}$ in $\Sigma^{*}$ such that $s \cdot u_{S}=S$. Next, the set $S^{c}$ is co-reachable. By Proposition 2.4, there is a string $v_{S}$ which is accepted by $A$ from each state in $S^{c}$, but rejected from each state in $S$. It follows that $\left\{\left(u_{S}, v_{S}\right) \mid S \subseteq Q\right\}$ is a fooling set for $L^{c}$ of size $2^{n}$. Hence $\operatorname{nsc}\left(L^{c}\right) \geq 2^{n}$ by Lemma 2.1.

## Chapter 3

## Known Results

A language is regular if it is accepted by some deterministic or nondeterministic finite automaton. In 1959 Rabin and Scott [42] provided an algorithm called "subset construction" for the conversion of an NFA to an equivalent DFA. It follows from this algorithm that if a given NFA has $n$ states, then the resulting DFA has at most $2^{n}$ state. A binary $n$-state witness NFA meeting the upper bound $2^{n}$ was presented in 1962 by Yershov [46]. Some other witnesses were described in 1963 by Lupanov, and in the western literature, in 1971 by Moore [40] and Meyer, Fisher [38].

The reverse of an NFA $N$ was defined by Rabin and Scott [42] as the NFA $N^{R}$ obtained from $N$ by swapping the roles of the initial and final states and by reversing all the transitions, and it was shown by them that the NFA $N^{R}$ accepts the reverse of the language $L(N)$.

In 1970 Maslov [37] studied the state complexity of union, concatenation, star, and some other regular operations. He also provided a general statement of the problem as follows: Let $f$ be a $k$-ary regular operation, and let languages $L_{1}, L_{2}, \ldots, L_{k}$ be represented by automata $A_{1}, A_{2}, \ldots, A_{k}$ with $n_{1}, n_{2}, \ldots, n_{k}$ states, respectively. What is the maximal number of states of a minimal automaton recognizing the language $f\left(L_{1}, L_{2}, \ldots, L_{k}\right)$ for given $n_{1}, n_{2}, \ldots, n_{k}$ ?

Birget [3] studied the state complexity of the intersection and union of $k(2 \leq k \leq n)$ languages each of which has an $n$-state DFA or NFA. He obtained tight upper bounds in both cases. For tightness he used a ternary alphabet in the deterministic case, and a quaternary alphabet in the nondeterministic case. He also provided a useful lower bound method for the number of states in NFAs known as fooling set method. In 1993 the same author [4] described a quaternary language accepted by an $n$-state NFA such that every NFA for its complement has at least $2^{n}$ states. The bound $2^{n}$ is also an upper bound
for complementation of languages represented by NFAs since given an $n$-state NFA for a language $L$, we first apply the subset construction to this NFA, and then we interchange the final and non-final states to get a DFA (and therefore also an NFA) of $2^{n}$ states for $L^{c}$.

In 1994 Yu , Zhuang, and K. Salomaa [49] initiated the systematic study of the state complexity of regular operations. Their paper was followed by several papers examining the state complexity of operations on subregular classes. Unary languages were studied by Pighizzini and Shallit [41], finite languages by Câmpeanu, Salomaa, and Yu [10], prefixfree languages by Han, K. Salomaa, and Wood [22], suffix-free languages by Han and K. Salomaa [19], ideal languages by Brzozowski, Jirásková, and Li [7], closed languages by Brzozowski, Jirásková, and Zou [8], and bifix-, factor-, and subword-free languages by Brzozowski, Jirásková, Li, and Smith [5]. The results for ideal, closed, and free languages are summarized in Tables 3.1 and 3.2, respectively.

|  | $K \cap L$ | $\|\Sigma\|$ | $K \cup L$ | $\|\Sigma\|$ |
| :---: | :---: | :---: | :---: | :---: |
| Right ideal | $m n$ | 2 | $m n-(m+n-2)$ | 2 |
| Left ideal | $m n$ | 2 | $m n$ | 4 |
| Two-sided ideal | $m n$ | 2 | $m n-(m+n-2)$ | 2 |
| All-sided ideal | $m n$ | 2 | $m n-(m+n-2)$ | 2 |
| Prefix-closed | $m n-(m+n-2)$ | 2 | $m n$ | 2 |
| Suffix-closed | $m n$ | 4 | $m n$ | 2 |
| Factor-closed | $m n-(m+n-2)$ | 2 | $m n$ | 2 |
| Subword-closed | $m n-(m+n-2)$ | 2 | $m n$ | 2 |


| Prefix-free | $m n-2(m+n-3)$ | 2 | $m n-2$ | 2 |
| :---: | :---: | :---: | :---: | :---: |
| Suffix-free | $m n-2(m+n-3)$ | 2 | $m n-(m+n-2)$ | 2 |
| Factor-free | $m n-3(m+n-4)$ | 2 | $m n-(m+n)$ | 3 |
| Subword-free | $m n-3(m+n-4)$ | $m+n-7$ | $m n-(m+n)$ | $m+n-3$ |
| Regular | $m n$ | 2 | $m n$ | 2 |
| Unary ideal | $\max \{m, n\}$ | $\min \{m, n\}$ |  |  |
| Unary closed | $\min \{m, n\}$ | $\max \{m, n\}$ |  |  |
| Unary free | $n$ if $m=n$ | $\max \{m, n\}$ |  |  |
| Unary regular | $m n$ | $m n$ |  |  |

Table 3.1: State complexity of boolean operations on subregular classes from [5, 7, 8].

|  | $K L$ | $\|\Sigma\|$ | $L^{*}$ | $\|\Sigma\|$ | $L^{R}$ | $\|\Sigma\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Right ideal | $m+2^{n-2}$ | 2 | $n+1$ |  | $2^{n-1}$ | 2 |
| Left ideal | $m+n-1$ | 1 | $n+1$ | 2 | $2^{n-1}+1$ | 3 |
| Two-sided ideal | $m+n-1$ |  | $n+1$ | 2 | $2^{n-2}+1$ | 3 |
| All-sided ideal | $m+n-1$ | 1 | $n+1$ | 2 | $2^{n-2}+1$ | $2 n-4$ |
| Prefix-closed | $(m+1) 2^{n-2}$ | 3 | $2^{n-2}+1$ | 3 | $2^{n-1}$ | 2 |
| Suffix-closed | $(m-1) n+1$ | 3 | $n$ | 2 | $2^{n-1}+1$ | 3 |
| Factor-closed | $m+n-1$ | 2 | 2 | 2 | $2^{n-2}+1$ | 3 |
| Subword-closed | $m+n-1$ | 2 | 2 | 2 | $2^{n-2}+1$ | $2 n$ |
| Prefix-free | $m+n-2$ | 1 | $n$ | 2 | $2^{n-2}+1$ | 3 |
| Suffix-free | $(m-1) 2^{n-1}+1$ | 3 | $2^{n-2}+1$ | 2 | $2^{n-2}+1$ | 3 |
| Factor-free | $m+n-2$ | 1 | $n-1$ | 2 | $2^{n-3}+2$ | 3 |
| Subword-free | $m+n-2$ | 1 | $n-1$ | 2 | $2^{n-3}+2$ | $2^{n-3}-1$ |
| Regular | $m 2^{n}-2^{n-1}$ | 2 | $2^{n-1}+2^{n-2}$ | 2 | $2^{n}$ | 2 |
| Unary ideal | $m+n-1$ |  | $n$ |  | $n$ |  |
| Unary closed | $m+n-2$ |  | 1 |  | $n$ |  |
| Unary free | $m+n-2$ |  | $n-2$ |  | $n$ |  |
| Unary regular | $m n$ |  | $(n-1)^{2}$ |  | $n$ |  |

Table 3.2: State complexity of concatenation, star, and reversal on subregular classes from $[5,7,8]$.

In 2010 Brzozowski [6] studied convex languages. He observed that the state complexity of union and intersection in all four convex classes is $m n$ because this is an upper bound for regular languages and it is met by all-sided ideals (so subword-convex languages) for intersection, and by subword-closed (so subword-convex) languages for union. The state complexity of concatenation, star, and reversal on convex languages is not known.

In 2003 Holzer and Kutrib [24] investigated the complexity of basic operations on languages represented by nondeterministic finite automata. They obtained tight upper bounds in most cases. Their results for reversal and complementation were improved by Jirásková [30] by providing binary witness languages for these two operations. All these results on the nondeterministic state complexity of basic operations on regular and unary regular languages are summarized in Table 3.3.

|  | Regular | $\|\Sigma\|$ | Source | Unary regular | Source |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $K \cap L$ | $m n$ | 2 | $[24$, Theorem 3] | $m n ;$ <br> $\operatorname{gcd}(m, n)=1$ | [24, Theorem 4] |
| $K \cup L$ | $m+n+1$ | 2 | $[24$, Theorem 1] | $m+n+1 ;$ <br> $\operatorname{gcd}(m, n)=1$ | [24, Theorem 2] |
| $K L$ | $m+n$ | 2 | $[24$, Theorem 7] | $\geq m+n-1$ <br> $\leq m+n$ | [24, Theorem 8] |
| $L^{*}$ | $n+1$ | 1 | $[24$, Theorem 9] | $n+1$ | [24, Theorem 9] |
| $L^{R}$ | $n+1$ | 2 | $[30$, Theorem 2] | $n$ |  |
| $L^{c}$ | $2^{n}$ | 2 | $[30$, Theorem 5] | $2^{\Theta(\sqrt{n \log n)}}$ | [12, Theorem 4.5] |

Table 3.3: The nondeterministic complexity of operations on regular languages; sources from Chrobak [12], Holzer and Kutrib [24], and Jirásková [30].

We use the following result from [30] several times in this thesis. Therefore we give a sketch of its proof here. A detailed proof can be found in [30, Theorem 5].

Theorem 3.1 ( [30, Theorem 5]). Let $G$ be a binary language accepted by the NFA A shown in Fig. 3.1. Then every NFA for the language $G^{c}$ requires $2^{n}$ states.


Figure 3.1: The NFA $A$ of the binary regular language $G$ from [30] with $\operatorname{nsc}\left(G^{c}\right)=2^{n}$

Sketch of proof. Our aim is to describe a fooling set for the language $G^{c}$. Let us consider the set of states $\{1,2, \ldots, n\}$ in the NFA $A$. We describe two strings $u_{S}$ and $v_{S}$ for every subset $S$ of $\{1,2, \ldots, n\}$ such that $\mathcal{F}=\left\{\left(u_{S}, v_{S}\right) \mid S \subseteq\{1,2, \ldots, n\}\right\}$ is a fooling set for $L^{c}$.

We first show that every subset of $\{1,2, \ldots, n\}$ is reachable from 1 . Every singleton $\{i\}$ is reached from 1 state by the string $a^{i-1}$ and the emptyset is reached from $n$ by $a$.

Every set $\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}$ of size $k$, where $1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n$ is reached from the set $\left\{i_{2}-i_{1}, i_{3}-i_{1}, \ldots, i_{k}-i_{1}\right\}$ of size $k-1$ by the string $b a^{i_{1}-1}$. This proves the reachability of all subsets by induction. It follows that for every subset $S$ of $\{1,2, \ldots, n\}$, there is a string $u_{S}$ such that the state 1 goes to the set $S$ after reading $u_{S}$ in NFA $A$.

Now we are going to define the strings $v_{S}$. If $S=\{1,2, \ldots, n\}$, then define $v_{S}=a^{n}$. Otherwise, let $k$ be the minimal state that is not in $S$, that is $\{1,2, \ldots, k-1\} \subseteq S$ and $k \notin S$. Then the string $v_{S}$ of length $n-k$ is defined as $v_{S}=v_{0} v_{1} \cdots v_{n-k-1}$, where

$$
v_{i}= \begin{cases}a, & \text { if } n-i \in S \\ b, & \text { if } n-i \notin S\end{cases}
$$

Then:
(1) if $p \in S$, then the string $v_{S}$ is rejected by the NFA $A$ from the state $p$.
(2) if $p \notin S$, then string $v_{S}$ is accepted by the NFA $A$ from the state $p$. The proof of given claims is in [30, Theorem 5].

Chrobak [12] defined so called Chrobak normal form of unary NFAs. A unary NFA is said to be in the Chrobak normal form if it consists of a simple path ending with a state in which there is a nondeterministic choice to several pairwise disjoint cycles; see Figure 3.2 for an illustration.


Figure 3.2: Every unary automaton can be transformed to Chrobak normal form

We use the following result from [45] later is in this thesis.
Theorem 3.2 (cf. [45, Theorem 1]). Every unary n-state NFA can be converted to Chrobak normal form which consist of a simple path containing not more than $2 n^{2}+n$ states, ending with a state in which there is a nondeterministic choice to several pairwise disjoint cycles containing at most $n$ states.

## Chapter 4

## Free Languages

In this chapter we study the nondeterministic complexity of basic operations in the classes of prefix-, suffix-, factor-, and subword-free languages. Recall that a language is prefix-free if it does not contain two distinct strings such that one of them is a prefix of the other. Suffix-, factor-, and subword-free languages are defined analogously. We use the notion of a free language for a language belonging to one of these four classes.

For each considered operation, we obtain tight upper bound in each class. To prove tightness, we always use an optimal fixed alphabet of size at most three, except for intersection and complementation on subword-free languages where we use a growing alphabet.

### 4.1 Properties of free languages

We start with recalling the characterization of minimal deterministic automata accepting prefix-free languages. Since we use this characterization several times in this chapter, we provide a detailed proof here.

Proposition 4.1 ([22] Characterization of prefix-free DFAs). Let $n \geq 2$ and $A=$ $(Q, \Sigma, \delta, s, F)$ be a minimal n-state DFA for a language $L$. Then $L$ is prefix-free if and only if $A$ has a dead state $q_{d}$ and exactly one final state $q_{f}$ such that $\delta\left(q_{f}, a\right)=q_{d}$ for each $a$ in $\Sigma$.

Proof. $\Rightarrow$ : Let L be a prefix-free language accepted by an DFA $A$. Let $q \in F$. For the sake of contradiction assume that there is a symbol $a \in \Sigma$ such that $\delta(q, a)=p$ and $p$ is not a dead state. Then there is a string $u$ such that $\delta(p, u) \in F$. On the other hand the state $q$ is reachable from the initial state, so there is a string $v$ such that $\delta(s, v)=q$. Thus
we have $v \in L$ and also $v a u \in L$, where $v$ is proper prefix of $v a u$ and it is contradiction. Hence, from each final state every transition goes to the dead state. Therefore all final states are equivalent. Since $A$ is minimal, there is just one final state in $A$.
$\Leftarrow$ : The single final state going on every input to the dead state indicates that no string can be extended to be accepted, so it cannot be a prefix of some longer string. Now let us prove it more formally. Let $w$ be a string, such that $w \in L$. Since $f$ is the only final state, we have $\delta(s, w)=f$. Let $u, v$ be strings such that $w=u v$ and $v \neq \varepsilon$. The prefix $u \notin L$, because otherwise we would have $\delta(s, u)=f$ and $\delta(f, v)=f$, which is contradiction with assumption that final state goes on every input to the dead state.


Figure 4.1: Every minimal DFA recognizing a prefix-free language has just one final state, from which every transition goes to a dead state.

Now we state a necessary condition for an NFA to accept a prefix-free language.
Proposition 4.2 (Neccessary conditions for prefix-free NFA). Let $N=(Q, \Sigma, \delta, s, F)$ be a minimal NFA for a prefix-free language. Then $N$ has exactly one final state $q_{f}$ and $\delta\left(q_{f}, a\right)=\emptyset$ for each $a$ in $\Sigma$.

Proof. It is not possible to reach some final state from any final state by any a nonempty string. The reason is the same as in deterministic case shown above. So from every final state no nonempty string is accepted, so we can merge all final states to one final state.

Figure 4.2 shows that the converse of Proposition 4.2 does not hold.


Figure 4.2: An NFA satisfying condition in Proposition 4.2, but it accepts the language $\{a, a a\}$ which is not prefix-free.

We continue with necessary conditions for DFAs accepting suffix-free languages.

Proposition 4.3 (Neccessary conditions for suffix-free DFA). Let $A=(Q, \Sigma, \delta, s, F)$ be a minimal DFA for a non-empty suffix-free regular language. Then A satisfies the following properties:

1. A is non-returning.
2. A has a dead state.
3. For each symbol $a$ in $\Sigma$, there is a state $q_{a} \neq q_{d}$, such that $\delta\left(q_{a}, a\right)=q_{d}$.
4. Let $a \in \Sigma$. There is no state $q \in Q \backslash\{s\}$ such that $\delta(s, a)=\delta(q, a)$.

Proof. Let us prove every property. 1) Let us consider for contradiction, that there is a state $q \in Q$ and a symbol $a \in \Sigma$, such that there is a transition $q \xrightarrow{a} s$. Since $A$ is minimal, there are strings $u, v$ such that $\delta(q, v) \in F$ and $\delta(s, u)=q$. Therefore there are two accepted strings $u v$ and $u a u v$, where $u v$ is the proper suffix of string uauv, hence language of automaton $A$ is not suffix-free which is a contradiction. 2) Let $a \in \Sigma$. Consider the string $a^{m}$ with $m \geq|Q|$. Let a sequence of states $s, q_{1}, q_{2}, \ldots, q_{m}$ be the computation on the string $a^{m}$. Let us show that the state $q_{m}$ is dead. Let us assume for contradiction that $q_{m}$ is not dead. Then there is a string $w$ such that $\delta\left(q_{m}, w\right) \in F$. There are $i, j$ such that $i<j$ and $q_{i}=q_{j}$, therefore we can omit states $q_{i+1}, \ldots, q_{j}$ and we get computation $s, q_{1}, \ldots, q_{i}, q_{j+1}, \ldots q_{m}$ on a string $a^{\ell}$, where $\ell=m-(j-i)$. We get two accepted strings $a^{m} w, a^{\ell} w$, where $\ell<m$, so $a^{\ell}$ is the proper suffix of $a^{m} w$, which is contradiction with suffix-free property of $L(A)$. 3) Similarly as in the previous consideration we can take arbitrary $a \in \Sigma$, so there is $q_{a}$, such that $q_{a} \neq d$ and $\delta\left(q_{a}, a\right)=d$. 4) For a sake of contradiction let us assume that there are states $q, p$ such that there are transitions $s \xrightarrow{a} p$ and $q \xrightarrow{a} p$, for some $a \in \Sigma$. There is a string $u \neq \varepsilon$, which leads automaton from $s$ to $q$. Also, there is a string $w$, which leads automaton from $p$ to some final state $f \in F$. Then there are two accepted computations $s \xrightarrow{a} p \xrightarrow{w} f$ and $s \xrightarrow{u} q \xrightarrow{a} p \xrightarrow{w} f$, so strings $a w$ and uaw are accepted by $A$. The string $a w$ is a proper suffix of the string uaw, which is a contradiction.

The example in Figure 4.3 illustrates that the properties of Proposition 4.3 are not sufficient.

The next Cmorik's lemma provides a very comfortable tool for proving the suffixfreeness of a language accepted by an incomplete DFA.

Lemma 4.4 ( [13, Lemma 1]). Let A be a non-returning incomplete DFA that has a unique final state. If each state of $A$ has at most one in-transition on every input symbol, then $L(A)$ is suffix-free.


Figure 4.3: A DFA $A$ satisfying every property from Proposition 4.3, but accepted language is not suffix-free since both $b$ and $a b$ are accepted.

### 4.2 Unary free languages

Every free unary language $L$ can contain only one string. It follows that in the unary case all free classes coincide. Moreover if nondeterministic complexity of $L$ is $n$, then we must have $L=\left\{a^{n-1}\right\}$. The next theorem gives an overview of complexities for basic operations except complementation on unary free languages. The complexity of complementation is analysed in another theorem.

Theorem 4.5. Let $K, L$ be a unary free languages with $\operatorname{nsc}(L)=n$ and $\operatorname{nsc}(K)=m$.
(1) $\operatorname{nsc}(K \cap L) \leq \max \{m, n\}$,
(2) $\operatorname{nsc}(K \cup L) \leq \max \{m, n\}$,
(3) $\operatorname{nsc}(K L) \leq m+n-1$,
(4) $\operatorname{nsc}\left(L^{*}\right) \leq n-1$,
(5) $\operatorname{nsc}\left(L^{R}\right) \leq n$.

Proof. (1) If $m \neq n$, then $K \cap L=\emptyset$, so $\operatorname{nsc}(K \cap L)=1$. If $m=n$, then $K \cap L=K=L$, so $\operatorname{nsc}(K \cap L)=n$. In both cases $\operatorname{nsc}(K \cap L) \leq \max \{m, n\}$. The languages $K=L=\left\{a^{m-1}\right\}$ meet the upper bound.
(2) Let $A=(\{0, \ldots, m-1\},\{a\}, \delta, 0,\{m-1\})$ be NFA for language $K$, where $\delta(i, a)=i+1$ if $0 \leq i<m-1$, and $B=\left(\left\{q_{0}, \ldots, q_{n-1}\right\},\{a\}, \delta^{\prime}, q_{0},\left\{q_{n-1}\right\}\right)$ be NFA for language $L$, where $\delta^{\prime}\left(q_{i}, a\right)=q_{i+1}$ if $0 \leq i<n-1$. Since union is commutative operation we may assume that $m \leq n$. For union $K \cup L$ we can construct automaton $C=\left(\left\{q_{0}, \ldots, q_{n-1}\right\},\{a\}, \delta^{\prime}, q_{0},\left\{q_{m-1}, q_{n-1}\right\}\right)$ with $n$ states, where $\delta^{\prime}\left(q_{i}, a\right)=q_{i+1}$ if $0 \leq i<n-1$. The languages $a^{m-1}$ and $a^{n-1}$ meet the upper bound for union.
(3) Let $A=(\{0, \ldots, m-1\},\{a\}, \delta, 0,\{m-1\})$ be NFA for language $K$, where $\delta(i, a)=$ $i+1$ if $0 \leq i<m-1$, and $B=\left(\left\{q_{0}, \ldots, q_{n-1}\right\},\{a\}, \delta^{\prime}, q_{0},\left\{q_{n-1}\right\}\right)$ be NFA for language $L$, where $\delta^{\prime}\left(q_{i}, a\right)=q_{i+1}$ if $0 \leq i<n-1$. For concatenation $K L$ we can construct automaton $C=\left(\{0, \ldots, m+n-1\},\{a\}, \delta^{\prime \prime}, 0,\{m+n-1\}\right)$ with $m+n-1$ states, where $\delta^{\prime \prime}\left(q_{i}, a\right)=q_{i+1}$ if $0 \leq i<m+n-1$. The languages $a^{m-1}$ and $a^{n-1}$ meet the upper bound for concatenation.
(4) Let $A=(\{0, \ldots, n-1\},\{a\}, \delta, 0,\{n-1\})$ be NFA for $L$, where $\delta(i, a)=i+1$ if $0 \leq i<n-1$. For $L^{*}$ we can construct automaton $C=\left(\{0, \ldots, n-2\},\{a\}, \delta^{\prime}, 0,\{0\}\right)$ with $n-1$ states, where $\delta^{\prime}(i, a)=i+1 \bmod (n-1)$ if $0 \leq i \leq n-2$. The language $a^{n-1}$ meets the upper bound for star.
(5) The reversal of every unary language is the same language, so $L^{R}=L$, therefore we have $\operatorname{nsc}\left(L^{R}\right)=n$.

Now, let us analyse complementation on unary free languages. Recall that if $\operatorname{nsc}(L)=$ $n$ for a unary free language $L$, then $L=\left\{a^{n-1}\right\}$. Hence, the complement of $L$ contains every string $w$ in $a^{*}$ with $|w| \neq n-1$.

Theorem 4.6. Let $L$ be unary free language with $\operatorname{nsc}(L)=n$. Then $\operatorname{nsc}\left(L^{c}\right)=\Theta(\sqrt{n})$.
Proof. Let us denote the length of string in $L$ by $m$. So $m=n-1$. The language $L^{c}$ contains all strings with length not equal to $m$. First consider a lower bound, and let us show that every NFA for $L^{c}$ requires at least $\sqrt{n / 3}$ states. Assume for a contradiction that there is an NFA $N$ for $L^{c}$ with less than $\sqrt{n / 3}$ states. Recall, that every unary $n$-state NFA can be transformed to Chrobak normal form which consist of a simple path containing not more than $2 n^{2}+n$ states, ending with state in which there is a nondeterministic choice to several pairwise disjoint cycles containing at most $n$ states (see Theorem 3.2, Figure 3.2). Thus, the tail in the Chrobak normal form of $N$ is of size less than $3 \cdot(\sqrt{n / 3})^{2}[12,45]$, thus less than $n$. Since $a^{m}$ must be rejected, each cycle in the Chrobak normal form must contain a rejecting state. It follows that infinitely many strings are rejected, which is a contradiction. Now let us prove the upper bound. Let $h=\lfloor\sqrt{m}\rfloor$, and consider relatively prime numbers $h$ and $h+1$. It is known that the maximal integer that cannot be expressed as $x h+y(h+1)$ for non-negative integers $x$ and $y$ is $(h-1) h-1=h^{2}-h-1$ [49]. Let $k=m-\left(h^{2}-h-1\right)$. Then $0<k \leq 3 \sqrt{m}$. Next, the NFA $A$ shown in Figure 4.4 and consisting of a path of length $k$ and two overlapping cycles of lengths $h$ and $h+1$ does not accept $a^{m}$, and accepts all strings $a^{i}$ with $i \geq m+1$.

It remains to accept the shorter strings. To this aim let $p_{1}, p_{2}, \ldots, p_{\ell}$ be the first $\ell$ primes such that $p_{1} p_{2} \cdots p_{\ell}>m$. Then $\ell \leq\lceil\log m\rceil$. Thus $p_{1}+p_{2}+\cdots+p_{\ell}=\Theta\left(\ell^{2} \ln \ell\right) \leq$


Figure 4.4: The part of NFA accepting every string of length more than $m=n-1$
$\sqrt{m}$ [1]. Consider an NFA $B$ consisting of an initial state $s$ that is connected to $\ell$ cycles of lengths $p_{1}, p_{2}, \ldots, p_{\ell}$. Let the states in the $j-t h$ cycle be $0,1, \ldots, p_{j}-1$, where $s$ is connected to state 1 . The state $m \bmod p_{j}$ is non-final, and all the other states are final. Then this NFA does not accept $a^{m}$, but accepts all strings $a^{i}$ with $i \leq m-1$ since we have $\left(i \bmod p_{1}, i \bmod p_{2}, \ldots, i \bmod p_{\ell}\right) \neq\left(m \bmod p_{1}, m \bmod p_{2}, \ldots, m \bmod p_{\ell}\right)$. The NFA $B$ for $m=24$ is shown in Figure 4.5.


Figure 4.5: An example of NFA accepted every string shorter than $m=24$
Now we get the resulting NFA for the language $L$ of at most $6 \sqrt{m}$ states as the union of NFAs $A$ and $B$.

### 4.3 Operations on free languages

We start with intersection. The nondeterministic complexity of intersection on prefix- and suffix-free languages was studied by Han et al. [20,22], where the tight upper bounds were obtained and a three-letter alphabet was used to prove tightness. The binary witnesses were described by Jirásková and Olejár [34]. Here we obtain the tight upper bounds for intersection on factor- and subword-free languages. To prove tightness, we use a binary alphabet in the factor-free case and a growing alphabet of size $m+n-5$ in the subword-free case.

Lemma 4.7. Let $K$ and $L$ be languages over $\Sigma$ with $\operatorname{nsc}(K)=m$ and $\operatorname{nsc}(L)=n$.
(a) If $K$ and $L$ are prefix-free (suffix-free) then $\operatorname{nsc}(K \cap L) \leq m n-(m+n-2)$, and the bound is tight if $m \geq 4, n \geq 2$, and $|\Sigma| \geq 2$.
(b) If $K$ and $L$ are factor-free, then $\operatorname{nsc}(K \cap L) \leq m n-2(m+n-3)$, and the bound is tight if $m \geq 5, n \geq 3$, and $|\Sigma| \geq 2$.

Proof. We first prove the upper bounds. Let $A$ and $B$ be minimal NFAs for $K$ and $L$, respectively. We may assume that the state sets of $A$ and $B$ are $\{0,1, \ldots, m-1\}$ and $\{0,1, \ldots, n-1\}$, respectively, with the initial state 0 in both automata. Construct the product automaton $A \times B$ for $K \cap L$. If $K$ and $L$ are prefix-free with the final states $m-1$ and $n-1$ respectively, then all states in the last row and last column, except for $(m-1, n-1)$, are dead, so we can omit them. If $K$ and $L$ are suffix-free, then $A$ and $B$ are non-returning, so all states in the first row and first column, except for $(0,0)$, are unreachable. Since every factor-free language is both prefix-free and suffix-free, all the three upper bounds follow from these observations.

To prove tightness, we first consider factor-free languages. Let $m \geq 5, n \geq 3$. Let $K$ and $L$ be the languages accepted by the NFAs $A$ and $B$ shown in Figure 4.6.


Figure 4.6: Factor-free witnesses for intersection meeting the bound $m n-2(m+n-3)$.
Every string $w$ in $K$ begins and ends with $a$, and $|w|_{b} \bmod (m-2)=(m-3)$. Every proper factor $v$ of $w$ which begins and ends with $a$ has a computation in $A$ which either starts in 0 and ends in 2 , or starts and ends in 2 , or starts in 2 and ends in $m-1$. However, in all three cases, $|v|_{b} \bmod (m-2) \neq(m-3)$, so $v \notin L$. Hence the language $K$ is factor-free. Next, every string in $L$ has exactly $n-1 a$ 's, but every proper factor of every string in $L$ has less then $n-1 a$ 's. Hence $L$ is factor-free.

Construct the product automaton $A \times B$ and remove all the unreachable and dead states to get a trim NFA $N$ for $K \cap L$. Figure 4.7 shows the NFA $N$ in the case of $m=5$


Figure 4.7: The NFA for intersection of the languages from Figure 4.6; $m=5, n=6$.
and $n=6$. Since the NFA $N$ and its reverse $N^{R}$ are incomplete DFAs, the NFA $N$ is minimal by Lemma 2.5. So we have $\operatorname{nsc}(K \cap L)=m n-2(m+n-3)$. Notice that there is no need to prove that NFAs $A$ and $B$ are minimal because the upper bound cannot be met by languages of a smaller nondeterministic complexity. For this reason we do not prove the minimality of witnesses in what follows.

Next, the left quotients of $K$ and $L$ by the string $a$, that is, the languages $a \backslash K$ and $a \backslash L$, are prefix-free and meet the upper bound $m n-(m+n-2)$. Similarly, the right quotients $K / a$ and $L / a$ are suffix-free witnesses.

The next lemma provides a subword-free witness for intersection defined over a growing alphabet.

Lemma 4.8. Let $m, n \geq 3$. There exist subword-free regular languages $K$ and $L$ over an $(m+n-5)$-letter alphabet such that $\operatorname{nsc}(K)=m, \operatorname{nsc}(L)=n$, and $\operatorname{nsc}(K \cap L)=$ $m n-2(m+n-3)$.

Proof. Let $\Sigma=\{a\} \cup\left\{b_{k} \mid 2 \leq k \leq m-2\right\} \cup\left\{c_{\ell} \mid 2 \leq \ell \leq n-2\right\}$. Let $K$ and $L$ be languages accepted by incomplete DFAs $A=(\{0,1, \ldots, m-1\}, \Sigma, 0, \cdot,\{m-1\})$ and $B=(\{0,1, \ldots, n-1\}, \Sigma, 0, \circ,\{n-1\})$, where for each $i(0 \leq i \leq m-2), j(0 \leq j \leq n-2)$, $k(2 \leq k \leq m-2)$, and $\ell(2 \leq \ell \leq n-2)$, we have

$$
\begin{array}{ll}
i \cdot a=i+1, & j \circ a=j+1, \\
0 \cdot b_{k}=k \text { and }(k-1) \cdot b_{k}=m-1, & 0 \circ b_{k}=1 \text { and }(n-2) \circ b_{k}=n-1, \\
0 \cdot c_{\ell}=1 \text { and }(m-2) \cdot c_{\ell}=m-1, & 0 \circ c_{\ell}=\ell \text { and }(\ell-1) \circ c_{\ell}=n-1 .
\end{array}
$$

Figure 4.8 shows the automata $A$ and $B$ in the case of $m=5$ and $n=6$.


Figure 4.8: Subword-free witnesses for intersection; $m=5, n=6$.
To prove that $K$ is subword-free, let $\Sigma_{1}=\left\{a, c_{2}, c_{3}, \ldots, c_{m-2}\right\}$ and $\Sigma_{2}=\left\{b_{2}, b_{3}, \ldots, b_{n-2}\right\}$. Notice that no string in $\Sigma_{1}^{*}$ of length less than $m-1$ is in $K$. Next, each string in $K$ contains at most two symbols from $\Sigma_{2}$. Let $w$ be a string in $K$. If $w$ contains no symbol from $\Sigma_{2}$, then $|w|=m-1$ and no proper subword of $w$ is in $K$. If $w$ contains exactly one symbol from $\Sigma_{2}$, then either $w=u b_{k}$ for some string $u$ with $u \in \Sigma_{1}^{*}$ and $|u|=k-1$, or $w=b_{k} v$ for some string $v$ with $v \in \Sigma_{1}^{*}$ and $|v|=n-k$. In both cases, no proper subword of $w$ is in $K$. Finally, if $w$ contains two symbols from $\Sigma_{2}$, then $w=b_{k} a^{t} b_{k+t+1}$ where $k \geq 0$ and $2 \leq k<k+t+1 \leq m-2$. No proper subword of such string is in $K$. The proof for $L$ is similar.

Construct the product automaton $A \times B$ for $K \cap L$. To get a trim NFA $N$, omit all the unreachable and dead states; see Figure 4.9 for an illustration in the case of $m=4$ and $n=5$.

The resulting trim NFA has $(m-2)(n-2)+2$ states, it is an incomplete DFA, and its reverse is an incomplete DFA as well. By Lemma 2.6, this NFA is minimal. This concludes the proof.

We conjecture that the bound $m n$ is asymptotically tight in the binary case if $m=n$.
Conjecture 4.9. There exist a constant $c$ and binary subword-free languages $K$ and $L$ with $\operatorname{nsc}(K)=\operatorname{nsc}(L)=n$ such that $\operatorname{nsc}(K \cap L) \geq n^{2} / c$.

As a corollary of the three lemmata above, and taking into account the unary case in Theorem 4.5, we get the following result.


Figure 4.9: The NFA for intersection of languages from Figure 4.8.
Theorem 4.10 (Intersection). The nondeterministic state complexity of intersection is $m n-(m+n-2)$ on prefix-free and suffix-free languages, and it is $m n-2(m+n-3)$ on factor-free and subword-free languages. Except for subword-free witnesses which are defined over an alphabet of size $m+n-5$, all the remaining witnesses are binary and, moreover, this binary alphabet cannot be reduced.

Now we consider the union operation. In [22] it is claimed that the upper bound $m+n$ is met by the union of prefix-free languages $K=\left(a^{m-1}\right)^{*} b$ and $L=\left(c^{n-1}\right)^{*} d$, and a set $P$ of pairs of strings of size $m+n$ is described in [22, Proof of Theorem 3.2]. The authors claimed that $P$ is a fooling set for $K \cup L$. However, the language $K \cup L$ is accepted by an NNFA of $m+n-1$ states. Therefore $P$ cannot be a fooling set for $K \cup L$. Here we prove the tightness of the upper bound $m+n$ for union of prefix-free languages using a binary alphabet and Lemma 2.2. Next we get the tight upper bound for union of suffix-, factor-, and subword-free languages. To get tightness, we always use a binary alphabet which is optimal for all four classes.

Lemma 4.11. Let $K$ and $L$ be languages over $\Sigma$ with $\operatorname{nsc}(K)=m$ and $\operatorname{nsc}(L)=n$.
(a) If $K$ and $L$ are prefix-free then $\operatorname{nsc}(K \cup L) \leq m+n$, and the bound is tight if $m \geq 3, n \geq 3$, and $\Sigma \geq 2$.
(b) If $K$ and $L$ are suffix-free then $\operatorname{nsc}(K \cup L) \leq m+n-1$, and the bound is tight if $m \geq 3, n \geq 3$, and $\Sigma \geq 2$.
(c) If $K$ and $L$ are factor-free, then $\operatorname{nsc}(K \cup L) \leq m+n-2$, and the bound is met by binary subword-free languages if $m \geq 2$ and $n \geq 2$.

Proof. We first prove the upper bounds. Let $A$ and $B$ be minimal NFAs for $K$ and $L$, respectively, with disjoint state sets, and the initial states $s_{A}$ and $s_{B}$, respectively.
(a) If $K$ and $L$ are prefix-free, then NFAs $A$ and $B$ are non-exiting and have a unique final state. To get an $(m+n)$-state NFA for $K \cup L$ from $A$ and $B$, add a new initial (non-final) state connected through $\varepsilon$-transitions to $s_{A}$ and $s_{B}$, make the states $s_{A}$ and $s_{B}$ non-initial, and merge the final states of $A$ and $B$.
(b) If $K$ and $L$ are suffix-free, then $A$ and $B$ are non-returning. We can get an ( $m+n-1$ )-state NFA for $K \cup L$ from $A$ and $B$ by merging their initial states.
(c) If $K$ and $L$ are factor-free, then they are both prefix- and suffix-free. To get an ( $m+n-2$ )-state NFA for $K \cup L$ from $A$ and $B$, we merge their initial states, and then we merge their final states.

To prove tightness, consider languages $K$ and $L$ accepted by an $m$-state and $n$-state NFAs $A$ and $B$, respectively, shown in Figure 4.10 (left). Notice that $K$ is prefix-free since every string in $K$ ends with $b$ while every proper prefix of every string in $K$ is in $a^{*}$. Similarly, $L$ is prefix-free.

Construct the $(m+n)$-state NFA for their union by adding a new initial state $s$, by adding transitions $\left(s, a, p_{1}\right)$ and $\left(s, b, q_{1}\right)$, by making states $p_{0}$ and $q_{0}$ non-initial, and by merging their final states as shown in Figure 4.10 (right). The resulting trim NFA is an incomplete DFA, and its reverse is an incomplete DFA as well. By Lemma 2.6, this NFA is minimal. It follows that $\operatorname{nsc}(K \cup L) \geq m+n$.

Next, the languages $K^{R}$ and $L^{R}$ are suffix-free, and they are accepted by $m$-state and $n$-state NFAs $A^{R}$ and $B^{R}$, respectively. To get an NFA for $K^{R} \cup L^{R}$, we merge the initial states of $A^{R}$ and $B^{R}$. For each state $q$ of the resulting automaton, the singleton set $\{q\}$ is reachable, as well as co-reachable. By Lemma 2.5, this NFA is minimal. Hence we get $\operatorname{nsc}\left(K^{R} \cup L^{R}\right) \geq m+n-1$.

Finally, we again use Lemma 2.6 to show that the union of binary subword-free languages $\left\{a^{m-1}\right\}$ and $\left\{b^{n-1}\right\}$ meets the upper bound $m+n-2$.


Figure 4.10: Binary prefix-free witnesses for union meeting the upper bound $m+n$.

As a corollary of the lemma above, and taking into account unary case in Theorem 4.5, we get the following result.

Theorem 4.12 (Union). The nondeterministic state complexity of union is $m+n$ on prefix-free languages, $m+n-1$ on suffix-free languages, and $m+n-2$ on factor- or subword-free languages. All the witnesses can be defined over a binary alphabet, and the size of alphabet cannot be reduced.

The nondeterministic state complexity of concatenation on regular languages is $m+n$ with binary witnesses [24, Theorem 7]. For prefix-free and suffix-free languages, the upper bound is $m+n-1[20,22]$, and to prove tightness, a binary alphabet was used in [22, Theorem 3.1] and [20, Theorem 4]. In this section, we show that this upper bound is tight for all four classes of free languages, and to prove tightness, we use a unary alphabet.

Lemma 4.13. Let $K$ and $L$ be prefix- or suffix-free languages with $\operatorname{nsc}(K)=m$ and $\operatorname{nsc}(L)=n$. Then $\operatorname{nsc}(K L) \leq m+n-1$, and this upper bound is met by unary subwordfree languages.

Proof. Let $A$ and $B$ be minimal NFAs for $K$ and $L$, respectively. In the prefix-free case, we can merge the final state of $A$ and the initial state of $B$ to get an NFA for $K L$. In the suffix-free case, automata $A$ and $B$ are non-returning. To get an NFA for $K L$, we add the transition $(p, a, q)$ for each final state $p$ of $A$ and and each transition $\left(s_{B}, a, q\right)$ of $B$. Next, we make final states of $A$ non-final, and remove the unreachable state $s_{B}$. As a result, we get an NFA for $K L$ of $m+n-1$ states in both cases. This upper bound is met by the concatenation of unary subword-free languages $\left\{a^{m-1}\right\}$ and $\left\{a^{n-1}\right\}$.

As an immediate corollary of the lemma above, we get the next result.
Theorem 4.14 (Concatenation). The nondeterministic state complexity of concatenation on each of the four classes of free languages is $m+n-1$, with unary witnesses.

We next consider the Kleene star and reversal operations. Both operations have nondeterministic complexity $n+1$ on regular languages with a unary witness for star [24, Theorem 9] and a binary witness for reversal [30, Theorem 2].

In [22, Theorem 4.2] and [20, Theorem 7] it is claimed that for each prefix-free or suffixfree language $L$ with $\operatorname{nsc}(L)=n$ the nondeterministic complexity of $L^{*}$ is $n$. However, this is not true since $\left\{a^{n-1}\right\}$ is a prefix- and suffix-free language of nondeterministic complexity $n$ and its star, the language $\left(a^{n-1}\right)^{*}$, has nondeterministic complexity $n-1$.

The next lemma provides tight upper bounds for star on all four classes of free languages. To get tightness, we use an optimal binary alphabet in the prefix- and suffix-free case, and a unary alphabet otherwise.

Lemma 4.15. Let $L$ be a language over an alphabet $\Sigma$ with $\operatorname{nsc}(L)=n$.
(a) If $L$ is prefix- or suffix-free then $\operatorname{nsc}\left(L^{*}\right) \leq n$. These upper bounds are tight if $|\Sigma| \geq 2$, and the size of alphabet cannot be decreased.
(b) If $L$ is factor-free, then $\operatorname{nsc}\left(L^{*}\right) \leq n-1$, and the bound is met by a unary subword-free language.

Proof. Let $A=(Q, \Sigma, \cdot, s, F)$ be a minimal NFA for $L$.
(a) If $L$ is prefix-free, then $A$ is non-exiting and has a unique final state $q_{f}$. We can construct an $n$-state $\varepsilon$-NFA for the language $L^{*}$ from $A$ by making state $q_{f}$ initial and state $s$ non-initial, and by adding the $\varepsilon$-transition from $q_{f}$ to $s$. If $L$ is suffix-free, then $A$ is non-returning. Now we construct an $n$-state $\varepsilon$-NFA for $L^{*}$ from $A$ by making the initial state $s$ final, and by adding the $\varepsilon$-transition from every final state to the initial state $s$.

To get tightness, we first consider the suffix-free case. Let $L$ be the language accepted by the $n$-state NFA $A$ shown in Figure 4.11 (left). Notice that it is non-returning, has a unique final state, and each of its states has at most one in-transition on each input symbol. By Lemma 4.4, the language $L$ is suffix-free. Next, the set $\left\{\left(a^{i}, a^{n-1-i} b\right) \mid 0 \leq i \leq n-1\right\}$ is a fooling set for $L^{*}$ since $a^{n-1} b \in L^{*}$, but for each $j$ with $j<n-1$, the string $a^{j} b$ is not in $L^{*}$.

Now consider the prefix-free language $L^{R}$. It is accepted by the $n$-state NFA $A^{R}$ shown in Figure 4.11 (right). Construct an NFA $N$ for $L^{*}$ from $A$ by making state $n-1$ initial and state 0 non-initial, and by adding the transitions $(n-1, a, 1)$ and ( $n-1, b, 0$ ). Notice that for each state $q$ of $N$, the singleton set $\{q\}$ is reachable and co-reachable, so $N$ is minimal by Lemma 2.5.


Figure 4.11: Prefix-free and suffix-free witnesses for star meeting the upper bound $n$.
(b) If $L$ is factor-free, then $A$ is non-returning and non-exiting, and it has a unique final state $q_{f}$. We construct an NFA for $L^{*}$ by making state $q_{f}$ initial, by adding transition
$\left(q_{f}, a, q\right)$ for each transition $(s, a, q)$, and by omitting the unreachable state $s$. The unary subword-free language $\left\{a^{n-1}\right\}$ meets this upper bound.

The next theorem summarizes the results of the lemma above.
Theorem 4.16 (Star). The nondeterministic state complexity of star is $n$ on prefix- and suffix-free languages with binary witnesses, and it is $n-1$ on factor- and subword-free languages with unary witnesses. The binary alphabet in the prefix- and suffix-free case cannot be reduced.

Now we turn our attention to the reversal operation. Han et al. obtained tight upper bounds for reversal on prefix-free and suffix-free languages and they provided a binary prefix-free witness [22, Theorem 3.4] and a ternary suffix-free witness [20, Theorem 9]. As shown in the next lemma, the upper bound for reversal on prefix-free languages is $n$, so it is met by any unary language, in particular, by the subword-free language $\left\{a^{n-1}\right\}$.

Lemma 4.17. Let $L$ be a prefix-free language with $\operatorname{nsc}(L)=n$. Then $\operatorname{nsc}\left(L^{R}\right) \leq n$, and this upper bound is met by a unary subword-free language.

Proof. If $L$ is prefix-free, then every minimal NFA for $L$ has a unique final state. Thus $\operatorname{nsc}\left(L^{R}\right) \leq n$. The bound is met by the subword-free language $\left\{a^{n-1}\right\}$.

Now we consider the suffix-free case, and provide a binary witness meeting the upper bound $n+1$. Notice that the reverse of a language accepted by an $n$-state NFA is accepted by an $n$-state NNFA. This means that we cannot use a fooling set method to prove the tightness of the bound $n+1$. However, a modified fooling set method described in Lemma 2.2 can be successfully used here.

Lemma 4.18. Let $n \geq 5$. There exists a binary suffix-free language $L$ such that $\operatorname{nsc}(L)=$ $n$ and $\operatorname{nsc}\left(L^{R}\right)=n+1$.

Proof. Let $L$ be the language accepted by the NFA $A$ shown in Figure 4.12.
Since every string in $L$ contain both $a$ and $b$, but every proper suffix of every string in $L$ is in $a^{*} \cup b^{*}$, the language $L$ is suffix-free. Now we show that every NFA for $L^{R}$ needs at least $n+1$ states. Let

$$
\begin{aligned}
& \mathcal{A}=\left\{\left(a^{n-3}, a^{n-4} b\right)\right\} \cup\left\{\left(a^{i}, a^{n-4-i} b\right) \mid 1 \leq i \leq n-4\right\} \cup\left\{\left(a^{n-4} b, \varepsilon\right)\right\}, \\
& \mathcal{B}=\{(b b, b a),(b, a)\}, \\
& u=b a, \\
& v=a^{n-4} b .
\end{aligned}
$$



Figure 4.12: A binary suffix-free witness for reversal meeting the upper bound $n+1$.
Notice that $\left\{a^{2 n-7} b, a^{n-4} b, b b b a, b a\right\} \subseteq L^{R}$. Moreover, in every string in $L^{R}$ starting with $a$, the number of consecutive $a$ 's modulo $(n-3)$ is $(n-4)$, and the string ends with a single $b$. Next, the string $b b a$ is not in $L^{R}$. Finally, every string in $L^{R}$ either starts with $a$ and ends with $b$ or starts with $b$ and ends with $a$. It follows that $\mathcal{A} \cup \mathcal{B}, \mathcal{A} \cup\{(\varepsilon, u)\}$, and $\mathcal{B} \cup\{(\varepsilon, v)\}$ are fooling sets for $L^{R}$. By Lemma 2.2 , we have $\operatorname{nsc}\left(L^{R}\right) \geq n+1$.

We can use the same fooling sets as in the above proof to show that the left ideal language $\{a, b\}^{*} L$ is a witness for reversal meeting the upper bound $n+1$. This improves the result from [26, Theorem 17] by decreasing the size of alphabet from three to two.

As a corollary of the two lemmata above, and taking into account that the reversal of every unary language is the same language, we get the next result.

Theorem 4.19 (Reversal). The nondeterministic state complexity of reversal is $n$ on the classes of prefix-, factor-, and subword-free languages, with the witnesses defined over a unary alphabet. The nondeterministic state complexity of reversal is $n+1$ on the class of suffix-free languages, with the witnesses defined over a binary alphabet which is optimal in this case.

We continue with complementation, which is the most interesting and the most difficult part of this thesis. Han and Salomaa in [20] have obtained an upper bound $2^{n-1}+1$ on the nondeterministic state complexity of complementation on suffix-free languages. Our next result shows that this upper bound can be decreased by one.

Lemma 4.20. Let $n \geq 3$. Let $L$ be a suffix-free regular language with $\operatorname{nsc}(L)=n$. Then $\operatorname{nsc}\left(L^{c}\right) \leq 2^{n-1}$.

Proof. Let $N$ be a non-returning $n$-state NFA for a suffix-free language $L$. The subset automaton $A=(Q, \Sigma, \delta, s, F)$ of the NFA $N$ has at most $1+2^{n-1}$ reachable states since the only reachable subset that contains the initial state of $N$ is the initial state of the subset automaton. The initial state of the subset automaton is non-final since $L$ does not contain the empty string.

After interchanging the final and non-final states, we get a DFA $A^{c}=(Q, \Sigma, \delta, s, Q \backslash F)$ for $L^{c}$ of $1+2^{n-1}$ states. The initial state of $A^{c}$ is final and has no in-transitions. The state $d$ is final as well, and it accepts every string.

Construct a $2^{n-1}$-state NFA $N^{c}$ from the DFA $A^{c}$ as follows. Let $Q_{d}$ be the set of states of $A^{c}$ different from $d$ and such that they have a transition to the state $d$, that is, $Q_{d}=$ $\{q \in Q \backslash\{d\} \mid$ there is an $a$ in $\Sigma$ such that $\delta(q, a)=d\}$; remind that by Proposition 4.3, for each symbol $a$, there is a state $q_{a}$ in $Q_{d}$ that goes to $d$ by $a$. Replace each transition ( $q, a, d$ ) by transitions $(q, a, p)$ for each $p$ in $Q_{d}$, and moreover add the transition $(q, a, s)$. Then, remove the state $d$. Formally, let $N^{c}=\left(Q \backslash\{d\}, \Sigma, \delta^{\prime}, s,(Q \backslash\{d\}) \backslash F\right)$, where

$$
\delta^{\prime}(q, a)= \begin{cases}\{\delta(q, a)\}, & \text { if } \delta(q, a) \neq d \\ \{s\} \cup Q_{d}, & \text { if } \delta(q, a)=d\end{cases}
$$

In a similar way as in the case of prefix-free languages, it can be shown that $L\left(N^{c}\right)=$ $L\left(A^{c}\right)$.


Figure 4.13: An NFA of a ternary suffix-free regular language $L$ with $\operatorname{nsc}\left(L^{c}\right)=2^{n-1}$
As for a lower bound, Han and Salomaa in [20] claimed that there exists a ternary suffix-free language meeting the bound $2^{n-1}-1$. In the next lemma, we increase this lower bound by one.

Lemma 4.21. Let $n \geq 3$. There exists a ternary suffix-free language such that $\operatorname{nsc}(L)=n$ and $\operatorname{nsc}\left(L^{c}\right) \geq 2^{n-1}$.

Proof. Let $K$ be the language accepted by the NFA over $\{a, b\}$ shown in Figure 3.1 with $n-1$ states. Set $L=c \cdot K$. Then $L$ is a suffix-free language recognized by an $n$-state NFA shown in Figure 4.13. As shown in [30, Theorem 5], there exists a fooling set $\mathcal{F}=\left\{\left(x_{S}, y_{S}\right) \mid S \subseteq\{1,2, \ldots, n-1\}\right\}$ of size $2^{n-1}$ for the language $K^{c}$. Then the set of pairs of strings $\mathcal{F}^{\prime}=\left\{\left(c \cdot x_{S}, y_{S}\right) \mid S \subseteq\{1,2, \ldots, n-1\}\right\}$ is a fooling set of size $2^{n-1}$ for the language $L^{c}$.

We can summarize these results in the following theorem which provides the tight bound on the nondeterministic state complexity of complementation on suffix-free languages over an alphabet with at least three symbols.

Theorem 4.22 (Complementation on suffix-free languages). Let $n \geq 3$. Let $L$ be a suffix-free language over an alphabet $\Sigma$ with $\operatorname{nsc}(L)=n$. Then $\operatorname{nsc}\left(L^{c}\right) \leq 2^{n-1}$, and the bound is tight if $|\Sigma| \geq 3$.

Now, let us turn our attention to investigate bounds for binary alphabet. The lower bound for binary alphabet is a little bit different. We also improve the estimation of upper bound.

Let $G$ be the language accepted by the NFA over $\{a, b\}$ shown in Figure 3.1 with $n-1$ states. Let $L=c G$. The language $L$ is a suffix-free language over $\{a, b, c\}$ recognized by an $n$-state NFA $A$ shown in Figure 4.13, and we have $\operatorname{nsc}\left(L^{c}\right) \geq 2^{n-1}$ ( [32, Lemma 5]). Now, let us define a homomorphism $h$ as follows: $h(c)=00, h(a)=10, h(b)=11$ (used in [13, Theorem 7]). After applying $h$ on the language $L$, we have a binary language $K=h(L)$ over $\{0,1\}$.

Lemma 4.23. The language $K$ is a suffix-free language.
Proof. Every string in $L$ contains exactly one symbol $c$ at the begining, so every string in $K$ begins with the string 00 and such substring does not appear further in the string. If there is a string $w=u v$ and $u \neq \varepsilon$, then $v$ does not contain 00 and therefore $v \notin K$. So $K$ is suffix-free.

Now let us define NFA $A^{\prime}$ for the language $K$. We use the description of automaton $A$ for original language $L$. Let $A=(Q,\{a, b, c\}, \delta, 0,\{n-1\})$ (be NFA shown in Figure 4.13). The idea is replace every transitions $q \xrightarrow{a} q_{a}$ by adding a new state $q^{\prime}$ and two transitions $q \xrightarrow{1} q^{\prime} \xrightarrow{0} q_{a}$, similarly for symbol $b q \xrightarrow{1} q^{\prime} \xrightarrow{1} q_{b}$ and transition $q \xrightarrow{c} q_{c}$ we replace by adding $q^{\prime}$ and two transitions $q \xrightarrow{0} q^{\prime} \xrightarrow{0} q_{c}$; see Figure 4.14.

More formally: $A^{\prime}=\left(Q^{\prime},\{0,1\}, \delta^{\prime}, 0,\{n-1\}\right.$ ) where states $Q^{\prime}=\bigcup_{q \in Q}\left\{q, q^{\prime}\right\}$ (so we add for every state $q$ from $Q$ a new state $q^{\prime}$ ) and transition function is defined as follows:

- for $q \neq 0$ and $q^{\prime} \neq 0^{\prime}$, we have $\delta^{\prime}(q, 1)=\left\{q^{\prime}\right\}, \delta^{\prime}\left(q^{\prime}, 0\right)=\delta(q, a), \delta^{\prime}\left(q^{\prime}, 1\right)=\delta(q, b)$
- for $0,0^{\prime}$ we have $\delta^{\prime}(0,0)=\left\{0^{\prime}\right\}, \delta^{\prime}\left(0^{\prime}, 0\right)=\delta(0, c)$

In the following three lemmas, we prove that the NFA $A^{\prime}$ is a minimal NFA recognizing the language $K$. Then we show that $\operatorname{nsc}\left(K^{c}\right) \geq 2^{n-1}$


Figure 4.14: An NFA of binary suffix-free regular language $K$.

Lemma 4.24. The $N F A A^{\prime}$ defined above recognizes the language $K$.
Proof. We have to prove $L\left(A^{\prime}\right)=K$.
The first we show $K \subseteq L\left(A^{\prime}\right)$. Let $w \in K$, then there is $u \in L$, where $u=u_{1} u_{2} \ldots u_{m}$ such that $h(u)=w$, so $w=h\left(u_{1}\right) h\left(u_{2}\right) \cdots h\left(u_{m}\right)$. There is computation in $A$ as follows: $0, q_{1}, q_{2}, \ldots, q_{m}$ where $q_{1} \in \delta\left(0, u_{1}\right)$ and for every $q_{i}$, such that $1 \leq i<m q_{i+1} \in \delta\left(q_{i}\right), 0$ is initial state and $q_{m}$ is final state.

We claim that after reading $h\left(u_{1}\right) h\left(u_{2}\right) \cdots h\left(u_{i}\right)$ the automaton $A^{\prime}$ can be in $q_{i}$ thus $q_{i} \in \delta^{\prime}\left(0, h\left(u_{1}\right) h\left(u_{2}\right) \cdots h\left(u_{i}\right)\right)$. We prove it by mathematical induction.

The base case is $i=1$. Every string in $L$ begins with symbol $c$, so $u_{1}=c$, hence $h\left(u_{1}\right)=00$. By definition of $\delta^{\prime}, \delta^{\prime}(0,0)=\left\{0^{\prime}\right\}$ and $\delta^{\prime}\left(0^{\prime}, 0\right)=\delta(0, c)$, so $q_{1} \in \delta^{\prime}\left(0, h\left(u_{1}\right)\right)$

Let us assume that $q_{i} \in \delta^{\prime}\left(0, h\left(u_{1}\right) h\left(u_{2}\right) \cdots h\left(u_{i}\right)\right), 1 \leq i \leq m-1$. Symbol $u_{i+1}$ can be equal to $a$ or $b$. There is $\delta^{\prime}\left(q_{i}, 1\right)=\left\{q_{i}^{\prime}\right\}$, so $q_{i}^{\prime} \in \delta^{\prime}\left(0, h\left(u_{1}\right) h\left(u_{2}\right) \cdots h\left(u_{i}\right) 1\right)$. If $u_{i+1}=a$, then $h\left(u_{i+1}\right)=10$. Since $\delta^{\prime}\left(q_{i}^{\prime}, 0\right)=\delta\left(q_{i}, a\right)$ and $q_{i+1} \in \delta\left(q_{i}, a\right)$, we have $q_{i+1} \in \delta^{\prime}\left(0, h\left(u_{1}\right) \ldots h\left(u_{i}\right) 10\right)=\delta^{\prime}\left(0, h\left(u_{1}\right) \ldots h\left(u_{i}\right) h\left(u_{i+1}\right)\right)$. Similarly if $u_{i+1}=b$.

In conclusion $q_{m} \in \delta^{\prime}\left(0, h\left(u_{1}\right) \cdots h\left(u_{m}\right)\right)$ and $q_{m}$ is final state, so $w \in L\left(A^{\prime}\right)$.
Now we show that $L\left(A^{\prime}\right) \subseteq K$.
Let $w \in L\left(A^{\prime}\right)$. Every computation in $A^{\prime}$ has an alternate form of states $q, q^{\prime}$ as follows $00^{\prime} q_{1} q_{1}^{\prime} q_{2} q_{2}^{\prime} \cdots q_{m-1} q_{m-1}^{\prime} q_{m}$ and accepted string has a form $001 x_{1} 1 x_{2} \cdots 1 x_{m-1}$ where $x_{i} \in$ $\{0,1\}$ for $1 \leq i \leq m-1$. For such string is possible to find a string $u=u_{1} u_{2} \cdots u_{m}$, where $u_{1}=c$ and for every $1 \leq i \leq m, u_{i} \in\{a, b\}$ and $h\left(u_{i}\right)=1 x_{i-1}$.
We claim that after reading $u_{1} u_{2} \cdots u_{i}$, the automaton $A$ can be in $q_{i}$, more precisely $q_{i} \in \delta\left(0, u_{1} u_{2} \cdots u_{i}\right)$. We show it by mathematical induction.

The base case is $i=1$. Then $u_{1}=c$ and $\delta^{\prime}(0,00)=\delta(0, c)$ and $q_{1} \in \delta^{\prime}(0,00)$ so $q_{1} \in \delta\left(0, u_{1}\right)$.

Let us assume $q_{i} \in \delta\left(0, u_{1} \cdots u_{i}\right)$, where $1 \leq i \leq m-1$. By definition of $\delta^{\prime}$ we have $\delta^{\prime}\left(q_{i}, 1 x_{i}\right)=\delta\left(q_{i}, u_{i+1}\right)$ and since $q_{i+1} \in \delta^{\prime}\left(q_{i}, 1 x_{i}\right)$, we have $q_{i+1} \in \delta\left(q_{i}, u_{i+1}\right)$. So at last $q_{m} \in \delta\left(0, u_{1} u_{2} \ldots u_{m}\right)$ and $q_{m}$ is final state, so $u=u_{1} u_{2} \ldots u_{m} \in L$.

Hence: $u \in L, h(u)=w$, so $w \in K$.
Lemma 4.25. The $N F A A^{\prime}$ is a minimal NFA for the language $K$.
Proof. For every state $q$ of $A^{\prime}$, we are going to define a pair of strings $\left(u_{q}, v_{q}\right)$ such that
(a) by $u_{q}$, the initial state of $A^{\prime}$ goes only to the state $q$, and
(b) $v_{q}$ is accepted by $A^{\prime}$ only from the state $q$ if $q \neq(n-1)^{\prime}$.

Let $u_{0}=\varepsilon$ and $u_{0^{\prime}}=0$. Next, if $1 \leq i \leq n-1$, then let $u_{i}=00(10)^{i-1}$ and $u_{i^{\prime}}=00(10)^{i-1} 1$. Then (a) is satisfied for every state $q$ of $A^{\prime}$.

Now, let $v_{0}=00(10)^{n-2}$ and $v_{0^{\prime}}=0(10)^{n-2}$. Next, if $1 \leq i \leq n-2$, then let $v_{i}=(10)^{n-1-i}$ and $v_{i^{\prime}}=0(10)^{n-2-i}$. Finally, let $v_{n-1}=\varepsilon$ and $v_{(n-1)^{\prime}}=1$. Then (b) is satisfied for every state $q$ of $A^{\prime}$, except for $(n-1)^{\prime}$. We show that the set of pairs of strings $\mathcal{F}=\left\{\left(u_{q}, v_{q}\right) \mid q\right.$ is a state of $\left.A^{\prime}\right\}$ is a fooling set for $K$.
(F1) For every pair $\left(u_{q}, v_{q}\right)$, we have $u_{q} v_{q} \in K$.
(F2) Let us consider two distinct pairs ( $u_{q}, v_{q}$ ) and ( $u_{p}, v_{p}$ ), except for $\left(u_{(n-1)^{\prime}}, v_{(n-1)^{\prime}}\right)$. By the string $u_{q}$, we reach only the state $q$, and the string $v_{p}$ is accepted only from the state $p$. Thus $u_{q} v_{p} \notin K$. Now let us consider $\left(u_{p}, v_{p}\right)$ and $\left(u_{(n-1)^{\prime}}, v_{(n-1)^{\prime}}\right)$. Since by the string $u_{(n-1)^{\prime}}$, we can reach only the state $(n-1)^{\prime}$, and the string $v_{p}$ is accepted only from the state $p$, we have $u_{(n-1)^{\prime}} v_{p} \notin K$.

Hence $\mathcal{F}$ is a fooling set for $K$. Since the size of $\mathcal{F}$ is $2 n$, the NFA $A^{\prime}$ is minimal.
Lemma 4.26. Let $n \geq 3$ and $K$ be the language defined above. Then $\operatorname{nsc}\left(K^{c}\right) \geq 2^{n-1}$.
Proof. As it is shown in [32, Lemma 5], the set $\mathcal{F}=\left\{\left(c x_{S}, y_{S}\right) \mid S \subseteq\{1,2, \ldots, n-1\}\right\}$ is a fooling set for $L^{c}$. Let us define $\mathcal{F}^{\prime}=\left\{\left(h\left(c x_{S}\right), h\left(y_{S}\right)\right) \mid S \subseteq\{1,2, \ldots, n-1\}\right\}$. Let us show that the $\mathcal{F}^{\prime}$ is fooling set for $K^{c}$.
(F1) For every pair $\left(h\left(c x_{S}\right), h\left(y_{S}\right)\right)$, we have $c x_{S} y_{S} \in L^{c}$, so $c x_{S} y_{S} \notin L$ and since homomorphism $h$ is a bijection $h\left(c x_{S} y_{S}\right) \notin K$ so $\left(h\left(c x_{S}\right), h\left(y_{S}\right)\right) \in K^{c}$.
(F2) Let $\left(h\left(c x_{S}\right), h\left(y_{S}\right)\right),\left(h\left(c x_{T}\right), h\left(y_{T}\right)\right)$ be two distinct pairs. Without loss of generality, let $c x_{S} y_{T} \notin L^{c}$. So $c x_{S} y_{T} \in L$, then $h\left(c x_{S} y_{T}\right) \in K$, so $h\left(c x_{S} y_{T}\right) \notin K^{c}$.

Hence $\mathcal{F}^{\prime}$ is a fooling set for $K^{c}$. Since the size $\mathcal{F}^{\prime}$ is $2^{n-1}, \operatorname{nsc}\left(K^{c}\right) \geq 2^{n-1}$.
We need the following observation later.


Figure 4.15: An automaton $A^{\prime \prime}$ recognizing a binary suffix-free language $K_{1}$.

Proposition 4.27. Let $L$ be a suffix-free language $L$ over alphabet $\Sigma$. Then for every $x \in \Sigma$ the language $R=x L$ is suffix-free.

Proof. For a contradiction let us assume, that there are two strings $x u, x v$ in $R$, such that $x v$ is suffix of $x u$. So there exists $y$ such, that $x u=x y x v$. Hence $u=y x v$, it means that $v$ is suffix of $u$ and $u, v \in L$. It is contradiction, that $L$ is suffix-free.

Above we found a binary language with an even nondeterministic state complexity, and now we want to find a binary language with an odd one. Now let us consider the language $K_{1}=0 K$, where $K$ is described above. By Proposition 4.27, $K_{1}$ is suffix-free.

Lemma 4.28. Let $K_{1}$ be suffix-free language given above. Then $\operatorname{nsc}\left(K_{1}\right)=2 n+1$.
Proof. Let us consider the automaton $A^{\prime}$ for the language $K$. Let us construct an automaton $A^{\prime \prime}$ from $A^{\prime}$ by simply adding a new state $0^{\prime}$ and transition from $0^{\prime}$ to original initial state 0 on symbol 0 . State $0^{\prime}$ become a new initial state. The NFA $A^{\prime \prime}$ is shown in Figure 4.15, and we have $L\left(A^{\prime \prime}\right)=K_{1}$. Now let us consider the minimality of $A^{\prime \prime}$. Let $\mathcal{F}$ be fooling set for $K$. Let us construct $\mathcal{F}^{\prime}$ from $\mathcal{F}$ as follows: $\mathcal{F}^{\prime}=\{(0 u, v) \mid(u, v) \in \mathcal{F}\} \cup\left\{\varepsilon, 000(10)^{n-2}\right\}$. The set $\mathcal{F}^{\prime}$ is fooling set for $K_{1}$ and $\left|F^{\prime}\right|=2 n+1$, so $\operatorname{nsc}\left(K_{1}\right)=2 n+1$.

Lemma 4.29. Let $n \geq 3$ and $K_{1}$ be the language defined above. Then $\operatorname{nsc}\left(K_{1}^{c}\right) \geq 2^{n-1}$.
Proof. Let $\mathcal{F}$ be the fooling set for $K^{c}$ given by Lemma 4.26. Let $\mathcal{F}^{\prime}=\{(0 u, v) \mid(u, v) \in \mathcal{F}\}$. Let us show that $\mathcal{F}^{\prime}$ is fooling set for $K_{1}^{c}$.
(F1) If $u v \in K^{c}$, then $u v \notin K$, then also $0 u v \notin K_{1}$, so $0 u v \in K_{1}^{c}$.
(F2) If $(u, v),(x, y)$ are two distinct pairs in $\mathcal{F}$. Then without loss of generality, $u y \notin K^{c}$, so $u y \in K$. Then $0 u y \in K_{1}$ and $0 u y \notin K_{1}^{c}$.

Hence $\mathcal{F}^{\prime}$ is fooling set for $K_{1}^{c}$. Since the size of $\mathcal{F}^{\prime}$ is $2^{n-1}$, we have $\operatorname{nsc}\left(K_{1}^{c}\right) \geq 2^{n-1}$.
We summarize our results in the following theorem.

Theorem 4.30 (Complementation on binary suffix-free languages; lower bound). Let $n \geq 6$. There is a binary suffix-free language $L$ such that $\operatorname{nsc}(L)=n$ and $\operatorname{nsc}\left(L^{c}\right) \geq$ $2^{\left\lfloor\frac{n}{2}\right\rfloor-1}$.

Proof. If $n$ is even, that is, $n=2 k$ for some $k \geq 3$, then we set $L=K$, where $K$ is the language described above with $\operatorname{nsc}(K)=2 k$. By Lemma 4.26, $\operatorname{nsc}\left(K^{c}\right) \geq 2^{k-1}$. Hence $\operatorname{nsc}\left(L^{c}\right)=\operatorname{nsc}\left(K^{c}\right) \geq 2^{k-1}=2^{\left\lfloor\frac{n}{2}\right\rfloor-1}$. If $n$ is odd. That is, $n=2 k+1$ for some $k \geq 3$, then we said $L=K_{1}$, where $K_{1}$ is the language described above with $\operatorname{nsc}\left(K_{1}\right)=2 k+1$. By Lemma 4.29, $\operatorname{nsc}\left(K_{1}^{c}\right) \geq 2^{k-1}$. Hence $\operatorname{nsc}\left(L^{c}\right)=\operatorname{nsc}\left(K_{1}^{c}\right) \geq 2^{k-1}=2^{\left\lfloor\frac{n}{2}\right\rfloor-1}$.

In the next consideration we use concept of prefix-free languages. Now, we consider an upper bound. Let us recall the following result.

Lemma 4.31. Let $n \geq 12$. Let $L$ be a binary prefix-free language with $\operatorname{nsc}(L)=n$. Then $\operatorname{nsc}\left(L^{c}\right) \leq 2^{n-1}-2^{n-3}+1$.

Notice that the proof at [32, Lemma 9] works also for NFAs with multiple initial states. We are going to use it also for suffix-free languages.

Lemma 4.32. Let $n \geq 12$. Let $L$ be a binary suffix-free language with $\operatorname{nsc}(L)=n$. Then $\operatorname{nsc}\left(L^{c}\right) \leq 2^{n-1}-2^{n-3}+2$.

Proof. After reversing an NFA for $L$, we obtain an $n$-state NFA (possibly with multiple initial states) for a prefix-free language $L^{R}$. By Lemma 4.31, $\operatorname{nsc}\left(\left(L^{R}\right)^{c}\right) \leq 2^{n-1}-2^{n-3}+1$. Since $\left(L^{R}\right)^{c}=\left(L^{c}\right)^{R}$, we have

$$
\operatorname{nsc}\left(\left(L^{c}\right)^{R}\right) \leq 2^{n-1}-2^{n-3}+1
$$

It follows that $\left(L^{c}\right)^{R}$ is accepted by an NFA $N$ which has at most $2^{n-1}-2^{n-3}+1$ states. Now we reverse the the NFA $N$, and get NFA $N^{R}$, possibly with multiple initial states. By adding one more state, we get an NFA for $L^{c}$ with at most $2^{n-1}-2^{n-3}+2$ states and with a unique initial state. Our proof is complete.

So in the binary case the upper bound does not reach value $2^{n-1}$ and there is language, such that nondeterministic complexity of its complement is at least $2^{\left\lfloor\frac{n}{2}\right\rfloor-1}$, so complement requires still exponential number of states for nondeterministic automaton.

Han et al. in [21] obtained an upper bound $2^{n-1}+1$ and a lower bound $2^{n-1}$ on the nondeterministic complexity of complementation on prefix-free languages. Our first result shows that the upper bound can be decreased by one.

Lemma 4.33. Let $n \geq 3$. Let $L$ be a prefix-free regular language with $\operatorname{nsc}(L)=n$. Then $\operatorname{nsc}\left(L^{c}\right) \leq 2^{n-1}$.

Proof. Let $N$ be an $n$-state NFA for a prefix-free language $L$. Construct the subset automaton of the NFA $N$ and minimize it. Then, all the final states are equivalent, and they go to the dead state on each input. Thus $L$ is accepted by a DFA $A=\left(Q, \Sigma, \delta, s,\left\{q_{f}\right\}\right)$ with at most $2^{n-1}+1$ states, with a dead state $q_{d}$ which goes to itself on each symbol, and one final state $q_{f}$ which goes to the dead state on each symbol, thus $\delta\left(q_{d}, a\right)=q_{d}$ and $\delta\left(q_{f}, a\right)=q_{d}$ for each $a$ in $\Sigma$.

To get a DFA for the language $L^{c}$, we interchange the final and non-final states in the DFA $A$, thus $L^{c}$ is accepted by the $\left(2^{n-1}+1\right)$-state DFA $A^{c}=\left(Q, \Sigma, \delta, s, Q \backslash\left\{q_{f}\right\}\right)$. We show that using nondeterminism, we can save one state, that is, we describe a $2^{n-1}$-state NFA for the language $L^{c}$.

Construct a $2^{n-1}$-state NFA $N^{c}$ for $L^{c}$ from the DFA $A^{c}$ by omitting state $q_{d}$, and by replacing each transition $\left(q, a, q_{d}\right)$ by two transitions $\left(q, a, q_{f}\right)$ and ( $q, a, s$ ); see the Figure 4.16.
Formally, construct an NFA $N^{c}=\left(Q \backslash\left\{q_{d}\right\}, \Sigma, \delta^{\prime}, s, Q \backslash\left\{q_{f}, q_{d}\right\}\right)$, where

$$
\delta^{\prime}(q, a)= \begin{cases}\{\delta(q, a)\}, & \text { if } \delta(q, a) \neq q_{d} \\ \left\{q_{f}, s\right\}, & \text { if } \delta(q, a)=q_{d}\end{cases}
$$

Let us show that $L\left(N^{c}\right)=L\left(A^{c}\right)$.
Let $w=a_{1} a_{2} \cdots a_{k}$ be a string in $L\left(A^{c}\right)$, and let $s, q_{1}, q_{2}, \ldots, q_{k}$ be the computation of the DFA $A^{c}$ on the string $w$. If $q_{k} \neq q_{d}$, then each $q_{i}$ is different from $q_{d}$ since $q_{d}$ goes to itself on each symbol. It follows that $s, q_{1}, q_{2}, \ldots, q_{k}$ is also a computation of the NFA $N^{c}$ on the string $w$. Now assume that $q_{k}=q_{d}$. Then there exists an $\ell$ such that the states $q_{\ell}, q_{\ell+1}, \ldots, q_{k}$ are equal to $q_{d}$, and the states $s, q_{1}, \ldots, q_{\ell-1}$ are not equal to $q_{d}$. If $\ell=k$, then $\delta\left(q_{k-1}, a_{k}\right)=q_{d}$, so $s \in \delta^{\prime}\left(q_{k-1}, a_{k}\right)$. It follows that $s, q_{1}, q_{2}, \ldots, q_{k-1}, s$ is an accepting computation of $N^{c}$ on $w$. If $\ell<k$, then we have $q_{\ell}=q_{\ell+1}=\cdots=$ $q_{k}=q_{d}$, and therefore the string $w$ is accepted in $N^{c}$ through the accepting computation $s, q_{1}, \ldots, q_{\ell-1}, q_{f}, q_{f}, \ldots, q_{f}, s$ since we have $\delta^{\prime}\left(q_{\ell-1}, a_{\ell}\right)=\left\{q_{f}, s\right\}$, and $\delta^{\prime}\left(q_{f}, a\right)=\left\{q_{f}, s\right\}$ for each $a$ in $\Sigma$.

Now assume that a string $w=a_{1} a_{2} \cdots a_{k}$ is rejected by the DFA $A^{c}$. Let $s=$ $q_{0}, q_{1}, q_{2}, \ldots, q_{k}$ be the rejecting computation of the DFA $A^{c}$ on the string $w$. Since the only non-final state of the DFA $A^{c}$ is $q_{f}$, we must have $q_{k}=q_{f}$. It follows that each state $q_{i}$ is different from $q_{d}$, and therefore in the NFA $N^{c}$, we have $\delta^{\prime}\left(q_{i-1}, a_{i}\right)=\left\{\delta\left(q_{i-1}, a_{i}\right)\right\}$.

This means that $s=q_{0}, q_{1}, q_{2}, \ldots, q_{k}$ is a unique computation of $N^{c}$ on $w$. Since this computation is rejecting, the string $w$ is rejected by the NFA $N^{c}$.


Figure 4.16: A sketch of substitution of a former dead state by new transitions

To prove tightness, we use similar languages as in the case of suffix-free languages, shown in Figure 4.17


Figure 4.17: An NFA of a ternary prefix-free language $L$ with $\operatorname{nsc}\left(L^{c}\right)=2^{n-1}$

Lemma 4.34. Let $n \geq 3$. There exists a ternary prefix-free language such that $\mathrm{nsc}(L)=n$ and $\operatorname{nsc}\left(L^{c}\right) \geq 2^{n-1}$.

Proof. Let $K$ be the language accepted by the NFA over $\{a, b\}$ shown in Figure 3.1 with $n-1$ states. Set $L=K \cdot c$. Then $L$ is a prefix-free language recognized by an $n$-state NFA in Figure 4.17. As shown in [30, Theorem 5], there exists a fooling set $\mathcal{F}=\left\{\left(x_{S}, y_{S}\right) \mid S \subseteq\{1,2, \ldots, n-1\}\right\}$ of size $2^{n-1}$ for the language $K^{c}$. Then the set of pairs of strings $\mathcal{F}^{\prime}=\left\{\left(x_{S}, y_{S} \cdot c\right) \mid S \subseteq\{1,2, \ldots, n-1\}\right\}$ is a fooling set of size $2^{n-1}$ for the $L^{c}$.

We summarize the results given in Lemma 4.33 and Lemma 4.34 in the following theorem which provides the tight bound on the nondeterministic state complexity of complementation on prefix-free languages.

Theorem 4.35 (Complementation on prefix-free languages). Let $n \geq 3$. Let $L$ be a prefix-free regular language over an alphabet $\Sigma$ with $\operatorname{nsc}(L)=n$. Then $\operatorname{nsc}\left(L^{c}\right) \leq 2^{n-1}$, and the bound is tight if $|\Sigma| \geq 3$.

Now, let us turn our attention to a binary alphabet. Similarly as in the case of suffixfree language, we can apply the same homomorphism $h$ on the ternary prefix-free language $L$ from [32, Lemma 3] shown in Figure 4.17. We only have to be careful with the proof of prefix-free property of the language $h(L)$. Now every string in $h(L)$ ends by 00 . The only proper prefix of a string in $h(L)$ which ends with 00 has an odd length. But such a string does not belong to $h(L)$. Therefore $h(L)$ is prefix-free.

We can construct NFA $A$ for $h(L)$ with $2 n$ states similarly as in the suffix-free case. The main difference between the automaton in case of binary suffix-free language and automaton for binary prefix-free language is the final state; see the Figure 4.18. Similarly as in suffix-free case we can prove that $A$ is minimal and therefore $\operatorname{nsc}(h(L))=2 n$. Finally, we use a similar approach to find a binary prefix-free language with an odd size of states, such that we add a new state $n^{\prime}$ and the transition from original final state $n$ to $n^{\prime}$ on symbol 0 . State $n^{\prime}$ become a new final state. Such a language is still prefix-free.

Hence we get the following result for binary prefix-free languages.
Theorem 4.36 (Complementation on binary prefix-free languages; lower bound). Let $n \geq 6$. There is a binary prefix-free language $L$ such that $\operatorname{nsc}(L)=n$ and $\operatorname{nsc}\left(L^{c}\right) \geq$ $2^{\left\lfloor\frac{n}{2}\right\rfloor-1}$.

Lemma 4.31 and Theorem 4.36 give the following result.
Theorem 4.37 (Complementation on binary prefix-free, suffix-free languages). Let $n \geq 12$. Let $L$ be a binary prefix-free or suffix free language with $\operatorname{nsc}(L)=n$. Then $\operatorname{nsc}\left(L^{c}\right) \leq 2^{n-1}-2^{n-3}+2$. The lower bound is $2^{\left\lfloor\frac{n}{2}\right\rfloor-1}$.

After investigation of prefix and suffix free languages we investigate other free classes of languages: factor-free and subword-free languages.

The next theorem provides a tight bound on the nondeterministic state complexity of complement on factor-free languages.

Theorem 4.38 (Complementation on factor-free languages). Let $n \geq 3$. Let $L$ be a factor-free language over an alphabet $\Sigma$ such that $\operatorname{nsc}(L)=n$. Then $\operatorname{nsc}\left(L^{c}\right) \leq 2^{n-2}+1$, and the bound is tight if $|\Sigma| \geq 3$.


Figure 4.18: The last part of an NFA of prefix-free language $h(L)$

Proof. We first prove the upper bound. Let $A$ be an $n$-state NFA for $L$. Since $L$ is factor-free, it is suffix-free and also prefix-free. It follows that no transition goes to the initial state of $A$, and all the final states in the subset automaton are equivalent. Hence the subset automaton has at most $2^{n-2}+2$ reachable and pairwise distinguishable states. After exchanging the final and non-final states, we get a DFA for $L^{c}$ of at most $2^{n-2}+2$ states. In the same way as for prefix-free languages in [32, Lemma 2], we can use a nondeterminism to save one state. This gives the upper bound $2^{n-2}+1$.

To prove tightness, consider the binary language $G$ accepted by the $(n-2)$-state NFA $N$ shown in Figure 3.1. Let $L=c \cdot G \cdot c$. Then $L$ is accepted by an $n$-state NFA $A$ shown in Figure 4.19.

Let $\mathcal{F}=\left\{\left(x_{S}, y_{S}\right) \mid S \subseteq\{1,2, \ldots, n-2\}\right\}$ be a fooling set for the $G^{c}[30$, Theorem 5]. Notice that the strings $x_{S}$ and $y_{S}$ have the following properties: (1) by $x_{S}$, the initial state goes to the set $S$; (2) the string $y_{S}$ is rejected by $N$ from every state in $S$ and it is accepted by $N$ from every state in $\{1,2, \ldots, n-2\} \backslash S$. Then the set of pairs of strings $\mathcal{F}^{\prime}=\left\{\left(c x_{S}, y_{S} c\right) \mid S \subseteq\{1,2, \ldots, n-2\}\right\}$ is a fooling set for $L^{c}$. Let
$\mathcal{A}=\left\{\left(c x_{S}, y_{S} c\right) \mid S \subseteq\{1,2, \ldots, n-2\}\right.$ and $\left.S \neq \emptyset\right\}$,
$\mathcal{B}=\left\{\left(c a^{n-3} c, y_{\emptyset} c\right)\right\}$,
$u=y_{\emptyset} c$,
$v=\varepsilon$.
Let us show that $\mathcal{A}, \mathcal{B}, u$ and $v$ satisfy the conditions of Lemma 2.2. The set $\mathcal{A}$ is a fooling set for $L^{c}$ since $\mathcal{A} \subseteq \mathcal{F}^{\prime}$. The set $\mathcal{B}$ is fooling set for $L^{c}$, because the string $c a^{n-3} c \cdot y_{\emptyset} c$ is in $L^{c}$, because it contains three symbols $c$.

Notice that the string $y_{\emptyset} c$ is accepted by $A$ from each state in the set $\{1,2, \ldots, n-2\}$ since $y_{\emptyset}$ is accepted by $N$ from each state in $\{1,2, \ldots, n-2\}$ [30, Theorem 5]. Thus, if $S$ is non-empty, then $c x_{S} \cdot y_{\emptyset} c \notin L^{c}$ since by $c x_{S}$ the NFA $A$ reaches the non-empty set $S$, from which it accepts $y_{\emptyset} c$. It follows that $\mathcal{A} \cup \mathcal{B}$ and $\mathcal{A} \cup\{(\varepsilon, u)\}$ are fooling sets for $L^{c}$. Also $\mathcal{B} \cup\{(\varepsilon, \varepsilon)\}$ is fooling set for $L^{c}$, because $\varepsilon \cdot \varepsilon \in L^{c}$ and $c a^{n-3} c \cdot \varepsilon \notin L^{c}$.

It follows that the conditions in Lemma 2.2 are satisfied, and therefore we have $\operatorname{nsc}\left(L^{c}\right) \geq|\mathcal{A}|+|\mathcal{B}|+1=2^{n-2}+1$.


Figure 4.19: An NFA of a ternary factor-free language $L$ with $\operatorname{nsc}\left(L^{c}\right)=2^{n-2}+1$
It remains to find the bounds for the binary case.
Let us start with an upper bound. Let $L$ be a binary factor-free language with nsc $(L)=$ $n$ accepted by an $n$-state NFA $N$. The NFA $N$ has to have the same properties as an automaton for a prefix or suffix free language. Thus there is just one final state with no outgoing transition and no transition goes to the initial state. We obtain a similar lemma as in the case of binary prefix-free languages in [32, Lemma 9].

Lemma 4.39. There is a positive integer $n_{0}$ such that for every $n>n_{0}$, if $L$ is a binary factor-free language with $\operatorname{nsc}(L)=n$ then $\operatorname{nsc}\left(L^{c}\right) \leq 2^{n-2}-2^{n-4}+1$.

Proof. Let $N$ be a minimal NFA for $L$. Let $\{1,2, \ldots, n\}$ be the state set of $N$. Let $n$ be the final state and 1 be initial state of $N$. Without loss of generality, the state $n$ is reached from the state $n-1$ on $a$ in $N$. Recall that no transition goes to state 1 because $L$ is also a suffix-free language, so at most two subsets of states are reachable from 1. Therefore it is enough to consider subsets of set $\{2,3, \ldots, n-1\}$.

If there is no transition $(i, a, j)$ with $i, j \in\{2,3, \ldots, n-1\}$, then the automaton on states $\{2,3, \ldots, n-1\}$ is unary. It follows that in the subset automaton of $N$, at most $O(F(n-2))$ distinguishable subsets of $\{1,2, \ldots, n-1\}$ can be reached. Since, starting from some positive integer $n_{0}$, we have $O(F(n-2))<2^{n-2}-2^{n-4}$, the lemma follows in this case.

Now consider a transition $(i, a, j)$ with $i, j \in\{2,3, \ldots, n-1\}$. Let us show that no subset of $\{2,3, \ldots, n-1\}$ containing states $i$ and $n-1$ may be reachable. Assume for contradiction, that a set $S \cup\{i, n-1\}$ is reached from the initial state of the subset automaton by a string $u$. Since $N$ is minimal, the final state $n$ is reached from the state $j$ by a non-empty string $v$. However, the set $S \cup\{i, n-1\}$ goes to a final set $S^{\prime} \cup\{j, n\}$ by $a$, and then to a final set $S^{\prime \prime} \cup\{n\}$ by $v$. It follows that the subset automaton accepts the strings $u a$ and $u a v$, which is a contradiction with the prefix-freeness of the accepted language. Thus at least $2^{n-4}$ subsets of $\{2,3, \ldots, n-1\}$ are unreachable. Therefore, the subset automaton has at most $2^{n-2}-2^{n-4}+1$ states. After exchanging the accepting and the rejecting states we get a DFA of the same size for the complement of $L(N)$, and the lemma follows.

For the lower bound, let us consider the language $L=c G c$, where $G$ is accepted by the $n-2$-state NFA shown in Figure 3.1. Then $L$ is accepted by an $n$-state NFA $A$ shown in Figure 4.19. By a similar strategy as in the binary case of prefix or suffix free language, we apply homomorphism $h$ on the language $L$. Every string $w$ in $h(L)$ has a form $001 u 1100$ or $001 u 1000$ and the string $u$ does not contain string 00 . So in the first case, any proper factor belonging to $h(L)$ does not exist. In the second case, every proper factor belonging to $h(L)$ has to have form $001 u 100$ but it has an odd length, and since every string in $h(L)$ has an even length, such a string is not in $h(L)$. So $h(L)$ is factor-free. We get an NFA $A$ for $h(L)$ in a similar way as in cases suffix-free or prefix-free. The NFA $A$ is minimal and has $2 n$ states, so $\operatorname{nsc}(h(L))=2 n$.

We deal with odd values of $n$ similarly as before. Thus we get the following result.
Lemma 4.40. Let $n \geq 8$. There is a binary factor-free language $L$ such that $\operatorname{nsc}(L)=n$ and $\operatorname{nsc}\left(L^{c}\right) \geq \Omega\left(2^{\frac{n}{2}}\right)$.

We summarize our results on binary factor-free languages in the following theorem.
Theorem 4.41 (Complementation on binary factor-free languages). There is a positive integer $n_{0}$ such that for every $n>n_{0}$, if $L$ is a binary factor-free language with $\operatorname{nsc}(L)=n$ then $\operatorname{nsc}\left(L^{c}\right) \leq 2^{n-2}-2^{n-4}+1$. The lower bound is $\Omega\left(2^{\frac{n}{2}}\right)$.

The last class investigated is class of subword-free languages. We provide upper and lower bounds for nondeterministic state complexity of complement of such a language. We prove that bound is tight if alphabet has exponential size.

First, we prove the following observation.
Proposition 4.42. Let $L$ be a language. If $L$ is subword-free, then $L$ is finite.

Proof. Let us assume for a contradiction that $L$ is not finite. Let $A$ be a minimal NFA for $L$. Since $L$ is infinite, there is a state $q$ in $A$ and a non-empty string $u$ such that $q \in \delta(q, u)$, where $\delta$ is a transition function of $A$ and $u \neq \varepsilon$. Since $A$ is minimal, there must be a string $x$ by which $q$ is reachable from the initial state, and a string $y$ which is accepted from $q$. So the string $x y$ belongs to the language $L$. The string $x u y$ also belongs to $L$. However, the string $x y$ is a proper subword of the string $x u y$. So $L$ is not subword-free, which is contradiction.

Theorem 4.43 (Complementation on subword-free languages). Let $n \geq 4$. Let $L$ be a subword-free language over an alphabet $\Sigma$ such that $\operatorname{nsc}(L)=n$. Then $\operatorname{nsc}(L) \leq$ $2^{n-2}+1$, and the bound is tight if $|\Sigma| \geq 2^{n-2}$.

Proof. The upper bound is the same as for factor-free languages. To prove tightness, let $\Sigma=\left\{a_{S} \mid S \subseteq\{1,2, \ldots, n-2\}\right\}$ be an alphabet with $2^{n-2}$ symbols.

Consider the language $L$ accepted by the NFA $A=(Q, \Sigma, \delta, 0,\{n-1\})$, where $Q=\{0,1, \ldots, n-1\}$, and the transition function $\delta$ is defined as follows: for each symbol $a_{S}$ in $\Sigma$,

$$
\begin{aligned}
& \delta\left(0, a_{S}\right)=S \\
& \delta\left(i, a_{S}\right)=\emptyset \text { if } 1 \leq i \leq n-2 \text { and } i \in S ; \\
& \delta\left(i, a_{S}\right)=\{n-1\} \text { if } 1 \leq i \leq n-2 \text { and } i \notin S ; \text { and } \\
& \delta\left(n-1, a_{S}\right)=\emptyset
\end{aligned}
$$

The Figure 4.20 shows the NFA $A$ with $n=4$.


Figure 4.20: Example of a subword-free language with NFA of four states and alphabet $a_{\emptyset}, a_{\{1\}}, a_{\{2\}}, a_{\{1,2\}}$

Notice that each string in $L$ is of length 2, so $L$ is subword-free. Consider the set of pairs $\mathcal{F}=\left\{\left(a_{S}, a_{S}\right) \mid S \subseteq\{1,2, \ldots, n-2\}\right\}$. Let us show that the set $\mathcal{F}$ is a fooling set for $L^{c}$.
(F1) For each $S$, the string $a_{S} a_{S}$ is in $L^{c}$ since $A$ goes to $S$ by $a_{S}$ and $a_{S}$ is rejected by $A$ from each state in $S$.
(F2) Let $S \neq T$. Then, without loss of generality, there is a state $q$ in $\{1,2, \ldots, n-2\}$ such that $q \in S$ and $q \notin T$. Then $a_{S} a_{T}$ in not in $L^{c}$ since $A$ goes to the state $q$ by $a_{S}$, and then to the accepting state $n-1$ by $a_{T}$.

Hence $\mathcal{F}$ is a fooling set for $L^{c}$.
Let

$$
\begin{aligned}
& \mathcal{A}=\left\{\left(a_{S}, a_{S}\right) \mid S \subseteq\{1,2, \ldots, n-2\} \text { and } S \neq \emptyset\right\} \\
& \mathcal{B}=\left\{\left(a_{\{1\}} a_{\{2\}}, a_{\emptyset}\right)\right\} \\
& u=a_{\emptyset} \\
& v=\varepsilon
\end{aligned}
$$

Let us show that $L^{c}, \mathcal{A}, \mathcal{B}, u$, and $v$ satisfy the condition in Lemma 2.2. The set $\mathcal{A}$ is a fooling set for $L^{c}$ since $\mathcal{A} \subseteq \mathcal{F}$. The set $\mathcal{B}$ is fooling set for $L^{c}$, because the string $a_{\{1\}} a_{\{2\}} \cdot a_{\emptyset}$ is in $L^{c}$, because it contains three symbols.

Notice, if $S$ is non-empty, then $a_{S} \cdot a_{\emptyset}$ is accepted by $A$, so $a_{S} \cdot a_{\emptyset} \notin L^{c}$. It follows that $\mathcal{A} \cup \mathcal{B}$ and $\mathcal{A} \cup\left\{\left(\varepsilon, a_{\emptyset}\right)\right\}$ are fooling sets for $L^{c}$. Also $\mathcal{B} \cup\{(\varepsilon, \varepsilon)\}$ is fooling set for $L^{c}$, because $\varepsilon \cdot \varepsilon \in L^{c}$ and $a_{\{1\}} a_{\{2\}} \cdot \varepsilon \notin L^{c}$.

So the conditions in Lemma 2.2 are satisfied, therefore we have $\operatorname{nsc}\left(L^{c}\right) \geq 2^{n-2}+1$.

### 4.4 Concluding remarks and open problems

Table 4.1 provides an overview of complexities of operations on unary-free languages and compares them to the known results on regular unary languages from [24]. Notice that the exact complexity of concatenation in the case of regular languages is still not known.

Table 4.2 summarizes our results on the nondeterministic complexity of operations on prefix-, suffix-, factor-, and subword-free languages and compares them to the results on regular languages which are from [24,30]. Notice that the complexity of each operation in each class is always smaller than in the general case of regular languages, except for the reversal operation on suffix-free languages. All our wittnes languages are defined over small fixed alphabet which are always optimal, except for intersection and complementation on subword-free languages where it remains open whether the upper bounds can be met by subword-free languages defined over smaller alphabets. We conjecture that the bound $m n$ is assymptotically tight for intersection of binary subword-free languages.

|  | $K \cap L$ | $K \cup L$ | $K L$ | $L^{*}$ | $L^{c}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Unary free | $m=n$ | $\max \{m, n\}$ | $m+n-1$ | $n-1$ | $\Theta(\sqrt{n})$ |
| Unary regular [24] | $m n ;$ | $m+n+1 ;$ | $\geq m+n-1$ | $n+1$ | $2^{\Theta(\sqrt{n \log n})}$ |
|  | $\operatorname{gcd}(m, n)=1$ | $\operatorname{gcd}(m, n)=1$ | $\leq m+n$ |  |  |

Table 4.1: Nondeterministic complexity of operations on unary free languages.

| Class | Regular [24,30] | Prefix-free | Suffix-free | Factor-free | Subword-free |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $K \cap L$ | $m n$ | 2 | $m n-(m+n-2)$ | 2 | $\cdot$ | 2 | $m n-2(m+n-3)$ | 2 |
| . | $m+n-5$ |  |  |  |  |  |  |  |
| $K \cup L$ | $m+n+1$ | 2 | $m+n$ | 2 | $m+n-1$ | 2 | $m+n-2$ | 2 |

Table 4.2: Nondeterministic complexity of operations on free classes. The dot means that the complexity is the same as in the previous column.

## Chapter 5

## Closed Languages

Recall that a language $L$ is prefix-closed if $w \in L$ implies that every prefix of $w$ is in $L$. Suffix-, factor-, and subword-closed languages are defined analogously. In the first part of this chapter, we investigate properties of nondeterministic finite automata accepting closed languages. Then we examine the nondeterministic complexity of basic operations on the four classes of closed languages. We also study the unary case. We conclude the chapter by summarizing our results and stating some open problems.

### 5.1 Properties of closed languages

The next propositions say something about the characterization of NFA recognizing a prefix-closed and suffix-closed language.

## Proposition 5.1 (Characterizations of NFA).

(a) A regular language is prefix-closed if and only if it is accepted by some NFA with all states final.
(b) A regular language is suffix-closed if and only if it is accepted by some NNFA with all states initial.

Proof. (a) $\Rightarrow$ : Let $A=(Q, \Sigma, \delta, s, F)$ be an trim NFA for a prefix-free language $L$. If $A$ does not have any non-final state we are done. If there are non-final states, they are not dead states, because $A$ is trim. The non-final states we set as final. More formally, Let $A^{\prime}=\left(Q, \Sigma, \delta, s, F^{\prime}\right)$, where $Q^{\prime}=M, F^{\prime}=Q$. We show, that, the automaton $A^{\prime}$ accepts the same language as automaton $A$.

First, let us to show $L\left(A^{\prime}\right) \subseteq L(A)$. Let $u \in L\left(A^{\prime}\right)$. Let computation on string $u$ finishes in a state $q$. Since in $A$ are every transitions and states as in $A^{\prime}$ (some of them may not be final), the same computation is also in $A$. If $q \in F$, then $u \in L(A)$. If $q \notin F$, then $q$ is not dead state in $A$. So there exists a string $v$, such that it reaches some $p \in F$, from $q$. Therefore $u v \in L(A)$. But $L(A)$ is prefix-closed, so $u \in L(A)$.

Second, $L(A) \subseteq L\left(A^{\prime}\right)$, bacause every accepted string in $A$ is also accepted in $A^{\prime}$. Thus $L\left(A^{\prime}\right)=L(A)$ and $A^{\prime}$ has all states final.
$\Leftarrow$ : Let $A$ be an automaton with the all states final. Let $u v \in L(A)$. Then there is a computation $s \xrightarrow{u} p \xrightarrow{v} f$, where $s$ is initial state and $p, f$ are final states. Therefore also $u$ belongs to $L(A)$. So, $L(A)$ is prefix-closed.
(b) $\Rightarrow$ : Let $A$ be a NFA for a suffix-closed language $L$. We can set every noninitial state to initial and get NNFA, which is also, accepting $L$.
$\Leftarrow$ : Let $A$ be an NNFA such that all states are initial. Let $w$ be a string accepted by $A$ and $w=u v$. There is a computation $q \xrightarrow{u} p \xrightarrow{v} f$, where $f$ is final state. Since $p$ is also initial state, also suffix $v$ is accepted, hence language accepted by $A$ is suffix-closed.

Proposition 5.2. Let NFA $A=(Q, \Sigma, \delta, s, F)$ be minimal accepting language L. Then $L$ is suffix-closed if and only if the next condition is satisfied: if a string $w$ is accepted from a state $q$, then the $w$ is accepted from the initial state $s$.

Proof. Since $A$ is minimal, there is a string $u$ for arbitrary state $q$ in $Q$, such that $q \in$ $\delta(s, u)$ and a string $v$, such that $\delta(q, v) \cap F \neq \emptyset$.
$\Leftarrow$ : Assume $u v \in L$. Then there is computation such that $s \xrightarrow{u} q \xrightarrow{v} f$, where $f \in F$. So there is computation $q \xrightarrow{v} f$ and by assumption also computation $s \xrightarrow{v} f^{\prime}$, where $f^{\prime} \in F$. So $v \in L$, hence $L$ is suffix-closed.
$\Rightarrow$ : Assume $L$ is suffix-closed. Assume, there is a computation $q \xrightarrow{v} f$, where $f \in F$. NFA $A$ is minimal, so there exists $u$, such that $s \xrightarrow{u} q$. Then there is computation $s \xrightarrow{u} q \xrightarrow{v} f$, so $u v \in L$. Since $L$ is suffix-closed also $v \in L$, so there exists a computation $s \xrightarrow{v} f^{\prime}$, where $f^{\prime} \in F$.

In what follows we use several times the following useful observation about factorclosed languages.

Proposition 5.3. A language $L$ is factor-closed if and only if the $L$ is prefix-closed and suffix-closed.

Proof. $\Rightarrow$ : It follows directly from definition of factor-closed.
$\Leftarrow$ : Let $u v y \in L$. Then since $L$ is suffix-closed, $v y \in L$ and since $L$ is prefix-closed, the $v \in L$.

### 5.2 Unary closed languages

In this section we pay attention to unary closed languages. Consider prefix-closed language and two cases, finite language and infinite language. In the case of finite language, there is a string with maximum length, so every shorter strings also must be in the language. In the case of infinite language, for arbitrary positive integer $i$, there is a string $w$ with length at least $i$ and with this string every its prefix, so such a language is $a^{*}$. Moreover suffix-closed, factor-closed and subword-closed coincide.

Theorem 5.4. Let $K$ and $L$ be two unary closed languages with $\operatorname{nsc}(K)=m$ and nsc $(L)=n$. Then

1. $\operatorname{nsc}(K \cup L) \leq \max \{m, n\}$,
2. $\operatorname{nsc}(K \cap L) \leq \min \{m, n\}$,
3. $\operatorname{nsc}(K L) \leq m+n-1$,
4. $\operatorname{nsc}\left(L^{*}\right) \leq 1$,
5. $\operatorname{nsc}\left(L^{R}\right) \leq n$,
6. $\operatorname{nsc}\left(L^{c}\right) \leq n+1$.

All these bounds are tight.
Proof. An unary closed language $L$ with $\operatorname{nsc}(L)=1$ is $\emptyset$ or $a^{*}$ or $\{\varepsilon\}$. For $n \geq 2$, the unary closed language $L$ with $\operatorname{nsc}(L)=n$ is the set $\left\{a^{i} \mid 0 \leq i \leq n-1\right\}$. This observation helps us to show that if $2 \leq m<n$,

1) the language $K \cup L$ is the same as $L$, because every string in $K$ is in $L$;
2) the language $K \cap L$ is the same as $K$, for the same reason;
3) the language $K L$ is the set of strings with maximal length $m-1+n-1$, hence $\operatorname{nsc}(K L)=m+n-1$;
4) the language $L^{*}$ is the same as $a^{*}$, because the string $a$ is in $L$, hence $\operatorname{nsc}\left(L^{*}\right)=1$;
5) the language $L^{R}$ is the same as $L$, what holds true for every unary language;
6) the language $L^{c}$ is the set of strings with minimal length $n$, what needs $n+1$ states. This case is proven by simple observation. Let us transform the unary automaton for $L$ to complete DFA. We need to add a dead state, which is single nonfinal state. After exchanging finality we get automaton with single final state and $n+1$ states. This is the minimal number. See the Figure 5.1.


Figure 5.1: On the left is closed language and on the right its complement.

### 5.3 Operations on closed languages

We start with union and intersection on the class of closed languages.
Theorem 5.5 (Union). Let $m, n \geq 2$. Let $K$ and $L$ be closed languages with $\mathrm{nsc}(K)=m$ and $\operatorname{nsc}(L)=n$. Then $\operatorname{nsc}(K \cup L) \leq m+n+1$. The bound is met by binary subword closed languages.

Proof. The upper bound is the same as for regular languages. To prove tightness, consider the binary languages shown in Figure 5.2. The language $K$ consists of all strings such that each string contains at most $m-1$ symbols $a$, hence each subword contains also at most $m-1$ symbols $a$ and such string belongs to the language $K$. Therefore $K$ is subword-closed. Similarly, the language $L$ is also subword-closed.


Figure 5.2: The DFAs of subword-closed languages $K$ and $L$ with $\operatorname{nsc}(K \cup L)=m+n+1$.
Consider the following sets of pairs of strings:

$$
\begin{aligned}
\mathcal{A} & =\left\{\left(b^{n} a^{i}, a^{m-1-i} b\right) \mid 0 \leq i \leq m-1\right\}, \\
\mathcal{B} & =\left\{\left(a b^{n-1-j}, b^{j} a^{m}\right) \mid 0 \leq j \leq n-1\right\} .
\end{aligned}
$$

Let us show that $\mathcal{A} \cup \mathcal{B}$ is a fooling set. Condition (F1) is satisfied since for each $i, j$, the strings $b^{n} a^{i} \cdot a^{m-1-i} b$ and $a b^{n-1-j} \cdot b^{j} a^{m}$ are in $K \cup L$. To prove (F2), we consider three cases:
(1) if $0 \leq i<k \leq m-1$, then $b^{n} a^{k} \cdot a^{m-1-i} b$ is not in $K \cup L$;
(2) if $0 \leq j<\ell \leq n-1$, then $a b^{n-1-j} \cdot b^{\ell} a^{m}$ is not in $K \cup L$;
(3) if $0 \leq i \leq m-1$ and $0 \leq j \leq n-1$, then $b^{n} a^{i} \cdot b^{j} a^{m}$ is not in $K \cup L$.

In addition, $\mathcal{A} \cup\left\{\left(\varepsilon, a^{m} b^{n-1}\right)\right\}$ and $\mathcal{B} \cup\left\{\left(\varepsilon, a^{m-1} b^{n}\right)\right\}$ are fooling sets for $K \cup L$. By Lemma 2.2, we have that nsc $(K \cup L) \geq m+n+1$.

Theorem 5.6 (Intersection). Let $m, n \geq 2$. Let $K$ and $L$ be closed languages with $\operatorname{nsc}(K)=m$ and $\operatorname{nsc}(L)=n$. Then $\operatorname{nsc}(K \cap L) \leq m n$. The bound is met by binary subword-closed languages.

Proof. The upper bound is the same as for regular languages. To prove tightness, consider the binary subword-closed languages shown in Figure 5.2. Consider the following set of pairs of strings:

$$
\mathcal{F}=\left\{\left(a^{i} b^{j}, a^{m-1-i} b^{n-1-j}\right) \mid 0 \leq i \leq m-1,0 \leq j \leq n-1\right\} .
$$

Let us show that $\mathcal{F}$ is a fooling set for $K \cap L$. Condition (F1) is satisfied since for each $i$, $j$, the string $a^{i} b^{j} \cdot a^{m-1-i} b^{n-1-j}$ is in $K \cap L$. To prove (F2), let $(i, j) \neq(k, \ell)$. (1) If $i<k$, then $a^{k} b^{\ell} \cdot a^{m-1-i} b^{n-1-j}$ is not in $K \cap L$. (2) If $i=k$ and $j<\ell$, then $a^{k} b^{\ell} \cdot a^{m-1-i} b^{n-1-j}$ is not in $K \cap L$. Hence $\mathcal{F}$ is a fooling set for $K \cap L$, so nsc $(K \cap L) \geq m n$.


Figure 5.3: The subword-closed witnesses $K, L$ for concatenation meeting the bound $m+n$.

Let us continue with concatenation.
Theorem 5.7 (Concatenation). Let $K$ and $L$ be closed languages with $\operatorname{nsc}(K)=m$ and $\operatorname{nsc}(L)=n$. Then $\operatorname{nsc}(K L) \leq m+n$. The bound is met by ternary subword-closed languages.

Proof. The upper bound is the same as for regular languages. To prove tightness, consider the ternary subword-closed languages shown in Figure 5.3. Consider the following set of pairs of strings:

$$
\mathcal{F}=\left\{\left(a^{i}, a^{m-1-i} c b a^{n-1}\right) \mid 0 \leq i \leq m-1\right\} \cup\left\{\left(a^{m-1} c b a^{j}, a^{n-1-j}\right) \mid 0 \leq j \leq n-1\right\} .
$$

Let us show that $\mathcal{F}$ is a fooling set for $K L$. Condition (F1) is satisfied since for each $i, j$, the strings $a^{i} \cdot a^{m-1-i} c b a^{n-1}$ and $a^{m-1} c b a^{j} \cdot a^{n-1-j}$ are in $K L$. To prove (F2), notice that $K L$ is a subset of $b^{*} a^{*} c^{*} b^{*} a^{*} c^{*}$ and every string in $K L$ has at most $m-1+n-1$ letters $a$. We consider three cases.
(1) If $0 \leq i<k \leq m-1$, then $a^{k} \cdot a^{m-1-i} c b a^{n-1}$ is not in $K L$, because it has more than $m-1+n-1$ letters $a$.
(2) If $0 \leq j<\ell \leq n-1$, then $a^{m-1} c b a^{\ell} \cdot a^{n-1-j}$ is not in $K L$, because it has more than $m-1+n-1$ letters $a$.
(3) If $0 \leq i \leq m-1$ and $0 \leq j \leq n-1$, then $a^{m-1} c b a^{j} \cdot a^{m-1-i} c b a^{n-1}$ is not in $K L$, because this string is not in the form $b^{*} a^{*} c^{*} b^{*} a^{*} c^{*}$.
Hence $\mathcal{F}$ is a fooling set for $K L$, so $\operatorname{nsc}(K L) \geq m+n$.


Figure 5.4: The prefix-closed witness language $L$ for star and reversal.


Figure 5.5: The suffix-closed witness language $L$ for star meeting the bound $n$.

Theorem 5.8 (Star). Let $L$ be a closed language over $\Sigma$ with $\operatorname{nsc}(L)=n$. Then
(a) if $L$ is prefix-closed, then $\operatorname{nsc}\left(L^{*}\right) \leq n$, and the bound is tight if $|\Sigma| \geq 2$;
(b) if $L$ is suffix-closed, then $\operatorname{nsc}\left(L^{*}\right) \leq n$, and the bound is tight if $|\Sigma| \geq 2$;
(c) if $L$ is factor- or subword-closed, then $\mathrm{nsc}\left(L^{*}\right)=1$.

Proof. If $L$ is a closed language, then $\varepsilon \in L$. It follows that nsc $\left(L^{*}\right) \leq n$. To prove tightness, consider a prefix-closed language shown in Figure 5.4 and a suffix-closed language shown in Figure 5.5. Lower bound for prefix-closed was proven in [11, Theorem 14], lower bound for suffix-closed is $n$ because $L=L^{*}$. For factor- or subword-closed, let $\Gamma$ be set of letters present in any string of $L$. While $L \subseteq \Gamma^{*}$, every single-letter string from $\Gamma$ is in $L$. It follows that $L^{*}=\Gamma^{*}$, hence $\operatorname{nsc}\left(L^{*}\right)=1$.

Theorem 5.9 (Reversal). Let $n \geq 3$ and $L$ be a closed language with $\operatorname{nsc}(L)=n$. Then $\operatorname{nsc}\left(L^{R}\right) \leq n+1$. The bound is met by a binary prefix-closed language, by a binary factor-closed language and by a subword-closed language over an alphabet of size $2 n-2$.


Figure 5.6: A binary factor-closed witness for reversal meeting the bound $n+1$.

Proof. The upper bound is the same as for regular languages. To prove tightness, consider the binary prefix-closed language shown in Figure 5.4. It was shown in [11] that the reversal of this language requires $n+1$ states.

Now we consider factor-closed case. Let $L$ be the language accepted by the NFA $A=(Q,\{a, b\}, \cdot, 0, Q)$, where $Q=\{0,1, \ldots, n-1\}$ and the transitions are as follows:
$0 \cdot a=Q \backslash\{0\}$ and $i \cdot a=\{i+1\}$ if $1 \leq i \leq n-2$,
$0 \cdot b=\{n-2\}$ and $(n-1) \cdot b=\{n-2\}$,
and all the remaining transitions go to $\emptyset$. The NFA $A$ is shown in Figure 5.6.
First we show that $L$ is factor-closed. Since each state of $A$ is final, the language $L$ is prefix-closed. Next, for each transition $(i, \sigma, j)$ there is the transition $(0, \sigma, j)$ in $A$. Hence if a string is accepted by $A$ from a state $i$, then it is accepted also from the initial state 0 . Therefore $L$ is suffix-closed. Since $L$ is prefix-closed and suffix-closed, it is factor-closed.

Now we show that every NFA for $L^{R}$ needs at least $n+1$ states. Let
$\mathcal{A}=\left\{\left(b a^{n-1-i}, a^{i}\right) \mid 0 \leq i \leq n-2\right\}$,
$\mathcal{B}=\left\{\left(b, a^{n-1}\right)\right\}$,
$u=a^{n-1}$, and $v=a^{n-2}$.
Notice that $\left\{b a^{n-1}, a^{n-1}, a^{n-2}\right\} \subseteq L^{R}$ and no string in $L^{R}$ has more than $n-1$ consecutive $a$ 's. It follows that $\mathcal{A} \cup \mathcal{B}, \mathcal{A} \cup\{(\varepsilon, u)\}$, and $\mathcal{B} \cup\{(\varepsilon, v)\}$ are fooling sets for $L^{R}$. By Lemma 2.2, we have $\operatorname{nsc}\left(L^{R}\right) \geq n+1$.

Finally consider the subword-closed language accepted by the DFA shown in Figure 5.7. Consider the following sets:
$\mathcal{A}=\left\{\left(b_{2} b_{3} \cdots b_{n-1}, a_{1}\right)\right\}, \mathcal{B}=\left\{\left(b_{1} \cdots b_{i-1} b_{i+1} \cdots b_{n-1}, a_{i}\right) \mid 2 \leq i \leq n-1\right\} \cup\left\{\left(b_{1} a_{2}, \varepsilon\right)\right\}$. Let us show that $\mathcal{A} \cup \mathcal{B}, \mathcal{A} \cup\left\{\left(\varepsilon, a_{2}\right)\right\}$ and $\mathcal{B} \cup\left\{\left(\varepsilon, a_{1}\right)\right\}$ are fooling sets for $L^{R}$. Condition (F1) for $\mathcal{A} \cup \mathcal{B}$ is satisfied because for every $i$ the string $b_{1} \cdots b_{i-1} b_{i+1} \cdots b_{n-1} \cdot a_{i}$ is in $L^{R}$. Next, for every $i \neq j$ the string $b_{1} \cdots b_{i-1} b_{i+1} \cdots b_{n-1} \cdot a_{j}$ is not in $L^{R}$, because it has $b_{j}$ before $a_{j}$. Hence (F2) is satisfied. The condition (F1) for $\mathcal{A} \cup\left\{\left(\varepsilon, a_{2}\right)\right\}$ and for $\mathcal{B} \cup\left\{\left(\varepsilon, a_{1}\right)\right\}$ is satisfied, because the strings $a_{2}$ and $a_{1}$ are in $L^{R}$. The proof of condition (F2) uses the same strings as for $\mathcal{A} \cup \mathcal{B}$.


Figure 5.7: The DFA of subword-closed language $L$ where $B=\left\{b_{1}, \ldots, b_{n-1}\right\}$

The next lemma provides a binary factor-closed witness language for reversal meeting the bound $n+1$, which improves the result from [26, Theorem 9] by reducing the size of alphabet from three to two. This language is also a binary factor-convex witness.

We conclude this section with the complementation operation. In [11], a ternary prefix-closed language meeting the upper bound $2^{n}$ for complement was described. Now we describe a binary witness language.

Theorem 5.10 (Complementation). Let $L$ be a closed language over $\Sigma$ with $\operatorname{nsc}(L)=$ $n$. Then
(a) if $L$ is prefix-closed, then $\operatorname{nsc}\left(L^{c}\right) \leq 2^{n}$, and the bound is tight if $|\Sigma| \geq 2$;
(b) if $L$ is suffix-closed, then $\operatorname{nsc}\left(L^{c}\right) \leq 2^{n-1}+1$, and the bound is met by a binary factor-closed language;
(c) if $L$ is subword-closed, then $\operatorname{nsc}\left(L^{c}\right) \leq 2^{n-1}+1$, and the bound is tight if $|\Sigma| \geq 2^{n}$.


Figure 5.8: The NFA of binary witness prefix-closed language $L$ with $\operatorname{nsc}\left(L^{c}\right)=2^{n}$.

Proof. (a) The upper bound is the same as for regular languages. To prove tightness, let $L$ be the binary language accepted by the NFA $A$ shown in Figure 5.8. First, we prove the reachability of every subset of $\{1,2, \ldots, n\}$ in the subset automaton of $A$. Notice that we have $\{1\} \xrightarrow{a^{n-1}}\{n\} \xrightarrow{a^{n-1}}\{1,2, \ldots, n\}$. Next, we can shift cyclically by one every subset
$S$ : we use the string $a$ if $n \notin S$ or if $n \in S$ and $n-1 \in S$, and we use the string $a b$ otherwise. Finally, we can remove state $n$ from any subset containing $n$ by $b$. It follows that every subset of $\{1,2, \ldots, n\}$ is reachable. Thus for every set $S$, there exists a string $u_{S}$ such that $u_{S}$ leads the subset automaton from $\{1\}$ to $S$.

Now, we define a fooling set for complement of $L$. For every set $S$ we define a string $v_{S}$ as follows. First we define $\sigma(i)$, where $i \in\{1,2, \ldots, n\}$ as

$$
\sigma(i)= \begin{cases}b a, & \text { if } i \in S \\ a, & \text { if } i \notin S\end{cases}
$$

Let $v_{S}=\sigma(n) \sigma(n-1) \ldots \sigma(2) \sigma(1)$. We show, that such a string is rejected by $A$ from every $i \in S$ and accepted from every $i \notin S$. Let $i \notin S$, then $\sigma(i)=a$, and

$$
i \xrightarrow{\sigma(n)} i+1 \xrightarrow{\sigma(n-1)} i+2 \xrightarrow{\sigma(n-2)} \cdots \xrightarrow{\sigma(i+1)} n \xrightarrow{a} 1 \xrightarrow{\sigma(i-1) \ldots \sigma(1)} i,
$$

so $v_{S}$ is accepted since every state is final. If $i \in S$, then $\sigma(i)=b a$, and
$i \xrightarrow{\sigma(n)}\{i+1\} \xrightarrow{\sigma(n-1)}\{i+2\} \xrightarrow{\sigma(n-2)} \cdots \xrightarrow{\sigma(i+1)}\{n\}$,
and now $A$ reads the first symbol of $\sigma(i)$ which is $b$. However, transition on $b$ is not defined in state $n$, therefore the string $v_{S}$ is rejected.

Now we show that $\mathcal{F}=\left\{\left(u_{S}, v_{S}\right) \mid S \subseteq\{1,2, \ldots, n\}\right\}$ is a fooling set for $L^{c}$.
(F1) Let $S \subseteq\{1,2, \ldots, n\}$. The NFA $A$ reaches subset $S$ by $u_{S}$, and from every state $q \in S$ the string $v_{S}$ is rejected. So $u_{S} v_{S}$ is rejected by $A$, so $u_{S} v_{S} \in L^{c}$.
(F2) Let $S, T \subseteq\{1,2, \ldots, n\}$ and $S \neq T$. Without loss of generality, there exists a state $i$, such that $i \in S$ and $i \notin T$. So $v_{T}$ is accepted from $i$. Hence $u_{S} v_{T}$ is accepted by $A$, and therefore $u_{S} v_{T} \notin L^{c}$. This completes the proof of (a).
(b) We first prove the upper bound. Let $A=(Q, \Sigma, \delta, s, F)$ be an minimal NFA, such that $L(A)=L$. Since $A$ is a minimal NFA, every $q$ in $Q$ is reachable from $s$ and also some final state is reachable from $q$. Let a state $q \in Q$ be reachable from $s$ by a string $u$. If a final state is reachable from $q$ by string $v$, then also $u v$ reaches a final state, so $u v$ is accepted. Since $L$ is suffix-closed, the string $v$ reaches a final state from $s$. Therefore every subset of $Q$ containing $s$ is equivalent to $\{s\}$ in the subset automaton of NFA $A$. So subset automaton of $A$ has at most $2^{n-1}+1$, $\operatorname{sonsc}\left(L^{c}\right) \leq 2^{n-1}+1$.

To prove tightness, consider a language $L$ accepted by automaton in Figure 5.9. If there is an accepting computation from a state $q$ on a string $u$ such that $q \xrightarrow{a(b)} q^{\prime} \xrightarrow{u^{\prime}} f$, where $u=a u^{\prime}$ or $u=b u^{\prime}$ and $f$ is a final state, then there is a computation $s \xrightarrow{a(b)} q^{\prime} \xrightarrow{u^{\prime}} f$. It follows that $L$ is suffix-closed. Therefore $L$ is factor-closed. First, we prove the reachability of every subset of $\{1,2, \ldots, n-1\}$ in the subset automaton of $A$. Notice that we have $\{0\} \xrightarrow{a}\{1,2, \ldots, n-1\}$. Next, we can shift cyclically by one every subset $S$ by using


Figure 5.9: The factor-closed witness $L$ for complement, with $\operatorname{nsc}\left(L^{c}\right)=2^{n-1}+1$.
the string $a$. Finally, we can remove state $n-1$ from any subset containing $n-1$ by $b$. It follows that every subset of $\{1,2, \ldots, n-1\}$ is reachable. Thus for every set $S$, there exists a string $u_{S}$ such that $u_{S}$ leads the subset automaton from $\{0\}$ to $S$. Now, we define a fooling set for complement of $L$. For every set $S$ we define a string $v_{S}$ as follows. First we define $\sigma(i)$, where $i \in\{1,2, \ldots, n-1\}$ as $\sigma(i)=b a$ if $i \in S$, and $\sigma(i)=a$ if $i \notin S$. Let $v_{S}=\sigma(n-1) \sigma(n-2) \cdots \sigma(2) \sigma(1)$. Similarly as in proof in case of prefix-closed in (a) we can show that such a string is rejected by $A$ from every $i \in S$ and accepted from every $i \notin S$. Let $\mathcal{A}=\left\{\left(u_{S}, v_{S}\right) \mid S \subseteq\{1,2, \ldots, n-1\}\right\}$. We can show that $\mathcal{F}=\mathcal{A} \cup\left\{\left(\varepsilon,(b a)^{n}\right)\right\}$ is a fooling set for $L^{c}$.
(c) Since subword-closed language is also factor-closed, the upper bound is $2^{n-1}+1$. To prove tightness consider an NFA $A$, defined as follows:
$A=(Q, \Sigma, \delta, s, F)$, where $Q=\{0,1,2, \ldots, n-1\}, s=0, F=Q$ and $\Sigma=\left\{a_{S}, b_{S} \mid S \subseteq\right.$ $\{1,2, \ldots, n-1\}\}, \delta\left(0, a_{S}\right)=S$, for $i>0 \delta\left(i, a_{S}\right)=\emptyset, \delta\left(0, b_{S}\right)=0$, for $i>0$ : if $i \notin S$, then $\delta\left(i, b_{S}\right)=\{i\}$ and if $i \in S$, then $\delta\left(i, b_{S}\right)=\emptyset$. Such an NFA is shown in Figure 5.10.

Consider now the language $L=L(A)$. Let $w \in L$. The string $w$ is accepted in a $\mathrm{i} \in S$. Any substring of $w$ is accepted also in the $i$. Hence $L$ is subword-closed. We can show that $\mathcal{A}=\left\{\left(a_{S}, b_{S}\right) \mid S \subseteq\{1,2, \ldots, n-1\}\right\} \cup\left\{\left(\varepsilon, a_{\emptyset}\right\}\right.$ is fooling set for $L^{c}$. Therefore $\operatorname{nsc}\left(L^{c}\right) \geq 2^{n-1}+1$.


Figure 5.10: The subword-closed witness language $L$ with $\operatorname{nsc}(L)=3$ and $|\Sigma|=2^{n}$.

### 5.4 Concluding remarks and open problems

We investigated the nondeterministic state complexity of basic regular operations on the classes of closed languages. For each class and for each operation, we obtained the tight upper bounds. To prove tightness we usually used a binary alphabet. In all the cases where we used a larger alphabet for describing witness languages, it remains open whether the obtained upper bounds can be met also by languages defined over smaller alphabets. We also considered the unary case. Our results are summarized in the following tables. The tables also display the size of alphabet used to describe witness languages.

| Class | $K \cap L$ | $\|\Sigma\|$ | $K \cup L$ | $\|\Sigma\|$ | $K \cdot L$ | $\|\Sigma\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Prefix-closed | $m n$ | 2 | $m+n+1$ | 2 | $m+n$ | 3 |
| Suffix-closed | $m n$ | 2 | $m+n+1$ | 2 | $m+n$ | 3 |
| Factor-closed | $m n$ | 2 | $m+n+1$ | 2 | $m+n$ | 3 |
| Subword-closed | $m n$ | 2 | $m+n+1$ | 2 | $m+n$ | 3 |
| Unary closed | $\min (m, n)$ |  | $\max (m, n)$ |  | $m+n-1$ |  |
| Regular | $m n$ | 2 | $m+n+1$ | 2 | $m+n$ | 2 |
| Unary regular | $m n ;$ |  | $m+n+1 ;$ | $\geq m+n-1$ |  |  |
|  | $\operatorname{gcd}(m, n)=1$ |  | $\operatorname{gcd}(m, n)=1$ | $\leq m+n$ |  |  |

Table 5.1: The nondeterministic complexity of union, intersection, and concatenation on closed languages. The results for regular languages are from [24].

| Class | $L^{*}$ | $\|\Sigma\|$ | $L^{R}$ | $\|\Sigma\|$ | $L^{c}$ | $\|\Sigma\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Prefix-closed | $n$ | 2 | $n+1$ | 2 | $2^{n}$ | 2 |
| Suffix-closed | $n$ | 2 | $n+1$ | 3 | $1+2^{n-1}$ | 2 |
| Factor-closed | 1 | 1 | $n+1$ | 3 | $1+2^{n-1}$ | 2 |
| Subword-closed | 1 | 1 | $n+1$ | $2 n-2$ | $1+2^{n-1}$ | $2^{n}$ |
| Unary closed | 1 |  | $n$ |  | $n-1$ |  |
| Regular | $n+1$ | 1 | $n+1$ | 2 | $2^{n}$ | 2 |
| Unary regular | $n+1$ |  | $n$ |  | $2^{\Theta(\sqrt{n \log n})}$ |  |

Table 5.2: The nondeterministic complexity of star, reversal, and complementation on closed languages. The results for regular languages are from $[24,30]$.

## Chapter 6

## Ideal Languages

In this section we focus on ideal languages. Recall that a language $L$ over an alphabet $\Sigma$ is a right (left, two-sided, all-sided) ideal if $L=L \Sigma^{*}\left(L=\Sigma^{*} L, L=\Sigma^{*} L \Sigma^{*}, L=L \amalg \Sigma^{*}\right.$, respectively). We again get tight upper bounds on the nondeterministic complexity of basic operations in each of these subclasses.

### 6.1 Properties of ideal languages

In this section we state and prove some useful propositions about some features of automata for ideal languages.

Proposition 6.1. Let $L$ be a regular language.

1. If $L$ is a left ideal, then there exists a minimal NFA $A$ such that $L(A)=L$ and there is a loop on each symbol in the initial state and no transition goes to the initial state from any other state.
2. If $L$ is a right ideal, then there exists a minimal NFA $A$ such that $L(A)=L$ and there is the unique final state in which there is a loop on each symbol and from which no transition goes to any other state.

Proof. (a) Let $A$ be a minimal NFA for $L$ and $s$ be the initial state.
Construct $A^{\prime}$ from $A$ by adding loops on every symbol in $s$ and by removing every transition going to $s$ from other states.

If $w \in L\left(A^{\prime}\right)$, we can split $w$ to two strings $u, v$ such that $w=u v$ and there is a computation such that after reading $u$, the initial state $s$ occurs the last time and during
reading $v$ no added transition is used. So $v$ is accepted in $A$. Since $L(A)$ is a left ideal, $u v \in L(A)$. Therefore $w \in L(A)$.

If $w \in L(A)$, we can split $w$ to two strings $u, v$ such that $w=u v$ and there is a computation such that after reading $u$, the initial state $s$ occurs the last time and during reading $v$, no transition goes to $s$. So every used transition is also in $A^{\prime}$, so $v \in L\left(A^{\prime}\right)$. Since there is a loop on every symbol in $s$ in $A^{\prime}$, string $u$ is possible to read in $s$ and continue by reading $v$. Therefore $u v \in L\left(A^{\prime}\right)$, so $w \in L\left(A^{\prime}\right)$.

So, $L(A)=L\left(A^{\prime}\right)$ and $A^{\prime}$ is an NFA with required properties.
(b) Let $A$ be a minimal NFA for $L$ and $s$ be the initial state.

Construct $A^{\prime}$ from $A$ by adding loops on every symbol in every final states and by removing every transition going out from every final state to other state.

If $w \in L(A)$, then we can split $w$ to two strings $u, v$ such that $w=u v$ and there is a computation such that after reading $u$ a final state occurs the first time, so during reading $u$, no transition going from some final state is used. So $u$ is accepted also in $A^{\prime}$. Since in every final state there is a loop on every symbol, the string $v$ is possible to read in a final state, so $w \in L\left(A^{\prime}\right)$.

If $w \in L\left(A^{\prime}\right)$, then we can split $w$ to two strings $u, v$ such that $w=u v$ and there is a computation such that after reading $u$ a final state occurs the first time, so during reading $u$ no transition going from final state is used. So $u$ is accepted also in $A$. Since $L(A)$ is a right ideal, $u v \in L(A)$. So $w \in L(A)$.

So $L(A)=L\left(A^{\prime}\right)$.
Notice that $A^{\prime}$ has only one final state. Otherwise all final states would be equivalent and we could merge them into one. But it would be the contradiction with minimality of $A$.

Proposition 6.2. Let $L$ be a language over $\Sigma$ and let $A$ be a minimal NFA such that $L(A)=L$. Language $L$ is two-sided ideal if and only if there is a minimal NFA A with initial state with a loop on every input and no in-transition from some other state and just one final state with a loop on every input and no out-transition to some other state.

Proof. A language $L$ is two-sided ideal if and only if it is left ideal and right ideal, therefore proposition follows from Proposition 6.1.

Proposition 6.3. Let $L$ be a language over $\Sigma$. Language $L$ is all-sided ideal if and only if there is a minimal NFA A with just one final state and with a loop in every state on every letter of an alphabet $\Sigma$, such that $L(A)=L$.


Figure 6.1: Minimal NFA for language $a^{k}, k \geq n-1$

Proof. $\Rightarrow$ : A language $L$ is all-sided ideal, then also it is right ideal, hence by Proposition 6.1 there is just one final state with loop on every input symbol. Every state is reachable and as well as from every state is possible to get to final state. Let us consider a state $q$. There are strings $u, v$, such that $u$ leads from initial state to $q$ and $v$ leads from $q$ to final state. Since $L$ is all-sided ideal, every string $u \cdot \Sigma^{*} \cdot v$ is accepted by $A$, so we can add a loop in $q$ on every input symbol.
$\Leftarrow$ : Since in every state is a loop on every input symbol, we can insert in every position of any accepted string arbitrary string, what means that $L$ is all-sided.

### 6.2 Unary ideal languages

In the end of this chapter we pay attention to unary ideal languages. Let $\Sigma=\{a\}$. If $L$ is a right ideal and $a^{i}$ is its shortest string, then $L=a^{i} a^{*}$. Moreover $L=a^{*} a^{i}=$ $a^{*} a^{i} a^{*}=a^{*} \amalg a^{i}$, hence left, right, two-sided and all-sided ideals coincide. An NFA for such language $L$ has form shown in Figure 6.1.

Theorem 6.4. Let $m, n \geq 2$. Let $K, L$ be unary ideals with $\operatorname{nsc}(K)=m, \operatorname{nsc}(L)=n$. Then
(a) $\operatorname{nsc}(K \cap L)=\max \{m, n\}$,
(b) $\operatorname{nsc}(K \cup L)=\min \{m, n\}$,
(c) $\operatorname{nsc}(K L)=m+n-1$,
(d) $\operatorname{nsc}\left(L^{*}\right)=n-1$,
(e) $\operatorname{nsc}\left(L^{R}\right)=n$,
(f) $\operatorname{nsc}\left(L^{c}\right)=n-1$.

Proof. (a) Let $k=\max \{m, n\}$. The string $a^{k-1}$ is the shortest string in $K \cap L$, so $K \cap L=a^{k-1} a^{*}$, therefore $\operatorname{nsc}(K \cap L)=\max \{m, n\}$.
(b) Let $k=\min \{m, n\}$. The string $a^{k-1}$ is the shortest string in $K \cup L$, so $K \cup L=$ $a^{k-1} a^{*}$, therefore $\operatorname{nsc}(K \cup L)=\min \{m, n\}$.
(c) It follows directly from Theorem 6.7, because witness languages were over unary alphabet.


Figure 6.2: The construction an unary NFA for $L^{*}$
(d) Let $A$ be minimal NFA for $L$. We can get NFA $C$ for $L^{*}$ from $A$ by applying three next steps: (1) omit state $n-1$ with all connected transitions, (2) state 0 set as final, (3) add transitions $(n-2, a, n-2),(n-2, a, 0)$. The construction an NFA for $L^{*}$ is shown in in Figure 6.2, where dashed lines are added transitions, state 0 is initial and final and crossed state and transitions are omited from $A$.

NFA $C$ has $n-1$ states, therefore $\operatorname{nsc}\left(L^{*}\right) \leq n-1$. To prove tightness consider set of pairs $\mathcal{F}=\left\{\left(a^{i}, a^{n-1-i}\right) \mid 0 \leq i \leq n-2\right\}$. Notice that every string in $L^{*}$ has length 0 or at least $n-1$. The set $\mathcal{F}$ is fooling set for $L^{*}$, so $\operatorname{nsc}\left(L^{*}\right) \geq n-1$. Hence $\operatorname{nsc}\left(L^{*}\right)=n-1$.
(e) A reversal of unary string is the same, so $L^{R}=L$, therefore $\operatorname{nsc}\left(L^{R}\right)=n$.
(f) Let $A$ be minimal NFA for $L$. The form of such automaton is shown in Figure 6.1. The automaton is also deterministic, so we can interchange final and non-final states to get NFA $A^{\prime}$ for complement $L^{c}$. In $A^{\prime}$ we can omit the state $n-1$, because it is dead state. $\operatorname{Sonsc}\left(A^{\prime}\right)=n-1$.


Figure 6.3: Unary ideal language and its complement

### 6.3 Operations on ideal languages

First we consider the intersection operation on ideal languages.
Theorem 6.5 (Intersection). Let $m, n \geq 1$. Let $K$ and $L$ be ideal languages with $\operatorname{nsc}(K)=m$ and $n s c(L)=n$. Then $\operatorname{nsc}(K \cap L) \leq m n$. The bound is met by binary all-sided ideals.

Proof. The upper bound $m n$ holds since it holds for regular languages. For tightness, consider the binary all-sided ideals

$$
\begin{aligned}
K & =\left\{w \in\{a, b\}^{*} \mid \#_{a}(w) \geq m-1\right\} \text { and } \\
L & =\left\{w \in\{a, b\}^{*} \mid \#_{b}(w) \geq n-1\right\} .
\end{aligned}
$$

with $\operatorname{nsc}(K)=m$ and $n s c(L)=n$. Let $\mathcal{F}=\left\{\left(a^{i} b^{j}, a^{m-1-i} b^{n-1-j} \mid 0 \leq i \leq m-1\right.\right.$ and $0 \leq$ $j \leq n-1\}$ be a set of $m n$ pairs. To prove the theorem, we only need to show that $\mathcal{F}$ is a fooling set for $K \cap L$. The concatenation of the first and the second component of each pair in $\mathcal{F}$ gives a string $w$ with $\#_{a}(w)=m-1$ and $\#_{b}(w)=n-1$. Since all such strings are in $K \cap L$, condition (F1) is satisfied. To prove (F2), let $(i, j) \neq(k, \ell)$. If $i<k$, then $a^{i} b^{j} \cdot a^{m-1-k} b^{n-1-\ell}$ has less then $m-1 a$ 's, so it is not in $K \cap L$. If $i=k$ and $j<\ell$, then the string $a^{i} b^{j} \cdot a^{m-1-i} b^{n-1-\ell}$ has less than $n-1 b$ 's, so it is not in $K \cap L$. Hence $\mathcal{F}$ is a fooling set for $K \cap L$.

We continue with the union operation.
Theorem 6.6 (Union). Let $m, n \geq 3$. Let $K$ and $L$ be ideal languages over an alphabet $\Sigma$ with $\operatorname{nsc}(K)=m$ and $n s c(L)=n$. Then
(a) if $K, L$ are right ideals, then $\operatorname{nsc}(K \cup L) \leq m+n$,
(b) if $K, L$ are left ideals, then $\operatorname{nsc}(K \cup L) \leq m+n-1$,
(c) if $K, L$ are two-sided or all-sided ideals, then $\operatorname{nsc}(K \cup L) \leq m+n-2$, and all the bounds are tight if $|\Sigma| \geq 2$.

Proof. (a) We first prove the upper bound. Let $A$ be a minimal $m$-state NFA for $K$ and $B$ be a minimal $n$-state NFA for $L$. Since $K$ and $L$ are right ideals, $A$ and $B$ have exactly one final state which goes to itself on each symbol. We can get an $\varepsilon$-NFA for $K \cup L$ from NFAs $A$ and $B$ by merging the final states of $A$ and $B$ and by adding a new initial state connnected to the initial states of $A$ and $B$ by $\varepsilon$-transitions. The resulting $\varepsilon$-NFA has $m+n$ states, so the corresponding NFA for $K \cup L$ has also $m+n$ states.

To prove tightness, consider the binary right ideals $K$ and $L$ shown in Figure 6.4.
Now we show that minimal NFA for $K \cup L$ needs $m+n$ states.


Figure 6.4: Witnesses right ideals for union.

To this aim let

$$
\begin{aligned}
& \mathcal{A}=\left\{\left(a^{m-1+i}, a^{m-2-i} b\right) \mid 0 \leq i \leq m-2\right\} \cup\left\{\left(a^{m-2} b, \varepsilon\right)\right\}, \text { and } \\
& \mathcal{B}=\left\{\left(b^{n-1+j}, b^{n-2-j} a\right) \mid 0 \leq j \leq n-2\right\} .
\end{aligned}
$$

The sets $\mathcal{A} \cup \mathcal{B}, \mathcal{A} \cup\left\{\left(\varepsilon, b^{n-2} a\right)\right\}$ and $\mathcal{B} \cup\left\{\left(\varepsilon, a^{m-2} b\right)\right\}$ are fooling sets. We first prove that $\mathcal{A}$ is fooling set. Since $a^{m-1+i} a^{m-2-i} b=a^{m-1} a^{m-2} b \in K$, and $a^{m-2} b \in K$, condition (F1) is satisfied. To prove (F2) we have two cases:
(1) Consider two pairs of forms $\left(a^{m-1+i}, a^{m-2-i} b\right)$ and $\left(a^{m-1+j}, a^{m-2-j} b\right)$ where $0 \leq$ $i<j \leq m-2$. Then $a^{m-1+i} \cdot a^{m-2-j} b=a^{m-1+(m-2-(j-i))} b$. After reading the string $a^{m-1+(m-2-(j-i))}$ NFA $A$ is in the state $m-2-(j-i)$, in which there is no transition on $b$ since $m-2-(j-i)<m-2$. So that string is rejected by NFA $A$. The string is rejected also by NFA $B$, since in the initial state of $B$, there is no transition on $a$. Hence, $a^{m-1+i} \cdot a^{m-2-j} b \notin K \cup L$.
(2) Consider a pair of a form ( $\left.a^{m-1+i}, a^{m-2-i} b\right)$ with $0 \leq i \leq m-2$ and the pair $\left(a^{m-2} b, \varepsilon\right)$. Then $a^{m-1+i} \cdot \varepsilon \notin K \cup L$ because it does not contain any symbol $b$.

Hence $\mathcal{A}$ is fooling set.
A proof that $\mathcal{B}$ is fooling set is symmetric to case (1).
Now consider one pair from $\mathcal{A}$ and one pair from $\mathcal{B}$. To prove (F2) we have two cases:
(1) Consider two pairs of forms $\left(a^{m-1+i}, a^{m-2-i} b\right)$ and ( $\left.b^{n-1+j}, b^{n-2-j} a\right)$ where $0 \leq i \leq$ $m-2$ and $0 \leq j \leq n-2$. If $i<m-2$, then $a^{m-1+i} \cdot b^{n-2-j} a$ is rejected by NFA $A$, because in state $i$ there is no transition on $b$, and in NFA $B$ it is rejected immediately in the initial state, in which there is no transition on $a$. In the case $j=n-2$, the string does not contain any $b$. Hence $a^{m-1+i} \cdot b^{n-2-j} a \notin K \cup L$. If $i=m-2$, then $b^{n-1+j} \cdot a^{m-2-(m-2)} b=b^{n+j}$ does not contain any $a$, so it is rejected by both NFA $A, B$. Hence $b^{n-1+j} \cdot a^{m-2-(m-2)} b=b^{j+1} \notin K \cup L$.
(2) For pairs $\left(a^{m-2} b, \varepsilon\right)$ and $\left(b^{n-1+j}, b^{n-2-j} a\right)$ with $0 \leq j \leq n-2$, we have $b^{n-1+j} \cdot \varepsilon \notin$ $K \cup L$ because this string does not contain any symbol $a$.

Hence $\mathcal{A} \cup \mathcal{B}$ is a fooling set.
In case $\mathcal{A} \cup\left\{\left(\varepsilon, b^{n-2} a\right)\right\}$, we have $\varepsilon \cdot b^{n-2} a \in K \cup L$, so condition (F1) is satisfied. Now we prove condition (F2). For a pair ( $a^{m-1+i}, a^{m-2-i} b$ ) with $0 \leq i \leq m-2$, the string $\varepsilon \cdot a^{m-2-i} b$ is not in $K \cup L$. For the pair $\left(a^{m-2} b, \varepsilon\right)$, the string $\varepsilon \cdot \varepsilon$ is not in $K \cup L$. Hence, $\mathcal{A} \cup\left\{\left(\varepsilon, b^{n-2} a\right)\right\}$ is a fooling set. In the case of $\mathcal{B} \cup\left\{\left(\varepsilon, a^{m-2} b\right)\right\}$ the situation is similar.

By Lemma 2.2 we have $\operatorname{nsc}(K \cup L) \geq|\mathcal{A}|+|\mathcal{B}|+1=m+n$.


Figure 6.5: Witnesses left ideals for union.
(b) We first prove the upper bound. Let $A$ be a minimal $m$-state NFA for $K$ and $B$ be a minimal $n$-state NFA for $L$. Since $K$ and $L$ are left ideals, we may assume by Proposition 6.1 that $A$ and $B$ have a loop on each symbol in the initial state, and no transition from some other state goes to the initial state.


Figure 6.6: General construction of automaton for union of left ideals
We can get an NFA for $K \cup L$ from NFAs $A$ and $B$ by merging the initial states.
All original transitions from initial states of NFAs $A, B$ go from new merged state to states as before merging. See Figure 6.6. The resulting NFA has $m+n-1$ states, so $\operatorname{nsc}(K \cup L) \leq m+n-1$.

To prove tightness, consider two left ideals shown in Figure 6.5. Now we show that minimal NFA for $K \cup L$ needs $m+n-1$ states. To this aim let $\mathcal{A}=\left\{\left(a^{i}, a^{m-1-i}\right) \mid 0 \leq\right.$
$i \leq m-1\}$ and $\mathcal{B}=\left\{\left(b^{j}, b^{n-1-j}\right) \mid 1 \leq j \leq n-2\right\} \cup\left\{\left(b^{n-1}, a b^{n-2}\right)\right\}$. The set $\mathcal{A} \cup \mathcal{B}$ is fooling set for $K \cup L$, $\operatorname{sonsc}(K \cup L) \geq m+n-1$, therefore $\operatorname{nsc}(K \cup L)=m+n-1$.
(c) For upper bound, let $A$ be a minimal $m$-state NFA for $K$ and $B$ be a minimal $n$-state NFA for $L$. Since $K$ and $L$ are left ideals and also right ideals, we may assume by Proposition 6.1 that $A$ and $B$ have properties claimed there. We can get an NFA for $K \cup L$ from NFAs $A$ and $B$ by merging the initial states, and by merging the final states of $A$ and $B$. The resulting NFA has $m+n-2$ states and we leave to the reader to verify the corectness of the construction. To prove tightness, consider languages $K=\left\{w \in\{a, b\}^{*} \mid\right.$ $\left.\#_{a}(w) \geq m-1\right\}$ and $L=\left\{w \in\{a, b\}^{*} \mid \#_{b}(w) \geq n-1\right\}$, so $K$ and $L$ are all-sided ideals. Notice that each string in $K \cup L$ has at least $m-1$ symbols $a$ or at least $n-1$ symbols b. Let $\mathcal{A}=\left\{\left(a^{i}, a^{m-1-i}\right) \mid 0 \leq i \leq m-1\right\}$ and $\mathcal{B}=\left\{\left(b^{j}, b^{n-1-j}\right) \mid 1 \leq j \leq n-2\right\}$. The set $\mathcal{A} \cup \mathcal{B}$ is fooling set for $K \cup L$ and contains $m+n-2$ pairs, so $\operatorname{nsc}(K \cup L) \geq n+m-2$.

In the next theorem we consider the concatenation operation and we use unary ideals to prove tightness.

Theorem 6.7 (Concatenation). Let $m, n \geq 3$. Let $K$ and $L$ be ideal languages over $\Sigma$ with $\operatorname{nsc}(K)=m$ and $\operatorname{nsc}(L)=n$. Then $\operatorname{nsc}(K L) \leq m+n-1$ and the bound is tight if $|\Sigma| \geq 1$.

Proof. First, let $K, L$ be left ideals. Let $A=\left(Q_{A}, \Sigma, \delta_{A}, s_{A}, F_{A}\right)$ and $B=\left(Q_{B}, \Sigma, \delta_{B}, s_{B}, F_{B}\right)$ be minimal NFAs for $K$, $L$. Since $K$ and $L$ are left ideals, we may assume by Proposition 6.1 that $A$ and $B$ have a loop on each symbol in the initial state, and no transition from some other state goes to the initial state. We can get an NFA $C$ for $K L$ from NFAs $A$ and $B$ as follows: For every $f$ in $F_{A}$ add a loop on every symbol and add transitions $(f, a, q)$ when there is a transition $\left(s_{B}, a, q\right)$ in $B$, where $f \in F_{A}, a \in \Sigma, q \in Q_{B} \backslash\left\{s_{B}\right\}$. Set $F_{C}=F_{B}, Q_{C}=Q_{A} \cup Q_{B} \backslash\left\{s_{B}\right\}$. The resulting NFA has $m+n-1$ states, so $\operatorname{nsc}(K L) \leq m+n-1$.

Now, let $K, L$ be right ideals. Let $A=\left(Q_{A}, \Sigma, \delta_{A}, s_{A},\left\{q_{f}\right\}\right)$ be a minimal $m$-state NFA for $K$ and $B=\left(Q_{B}, \Sigma, \delta_{B}, s_{B},\left\{p_{f}\right\}\right)$ be a minimal $n$-state NFA for $L$. Since $K$ and $L$ are right ideals, we may assume by Proposition 6.1 that $A$ and $B$ have a loop on each symbol in the unique final state, and no transition goes from the final state to some other state. We can get an NFA $C$ for $K L$ from NFAs $A$ and $B$ by merging final state of $A$ with initial state of $B$ and excluding of merged state from set of final states as follows: $C=\left(Q_{C}, \Sigma, \delta_{C}, s_{A},\left\{p_{f}\right\}\right)$, where $Q_{C}=\left(Q_{A} \backslash\left\{q_{f}\right\}\right) \cup\left(Q_{B} \backslash\left\{s_{B}\right\}\right) \cup\left\{n_{A B}\right\}$ and for every $a$ in $\Sigma$ we have $\delta_{C}\left(n_{A B}, a\right)=\delta_{A}\left(q_{f}, a\right) \cup \delta_{B}\left(s_{B}, a\right)$. The resulting NFA has $m+n-1$ states, so $\operatorname{nsc}(K L) \leq m+n-1$.

Two-sided and all-sided ideals are also right ideals, so upper bound is the same as in that cases. To prove tightness, consider all-sided ideal languages $K=\left\{a^{m-1} a^{k} \mid\right.$ $k \geq 0\}$ and $L=\left\{a^{n-1} a^{k} \mid k \geq 0\right\}$, with $\operatorname{nsc}(K)=m$ and $\operatorname{nsc}(L)=n$. The set $\mathcal{F}=\left\{\left(a^{i}, a^{m+n-2-i}\right) \mid 0 \leq i \leq m+n-2\right\}$ is fooling set for $K L$, so $\operatorname{nsc}(K L) \geq|\mathcal{F}|=$ $m+n-1$.

Let us continue with star and reversal.
Theorem 6.8 (Star). Let $n \geq 2$. Let $L$ be ideal languages over $\Sigma$ with $n s c(L)=n$. Then $\operatorname{nsc}\left(L^{*}\right) \leq n+1$ and the bound is met by a binary all-sided ideal.

Proof. The upper bound $n+1$ holds since it holds for regular languages. For tightness, consider the binary all-sided ideal $L=\left\{w \in\{a, b\}^{*} \mid \#_{a}(w) \geq n-1\right\}$ with $n s c(L)=n$. Let $\mathcal{F}=\left\{\left(b a^{i}, a^{n-1-i} b\right) \mid 0 \leq i \leq n-1\right\} \cup\{(\varepsilon, \varepsilon)\}$ be a set of $n+1$ pairs. To prove the theorem, we only need to show that $\mathcal{F}$ is a fooling set for $L^{*}$. Since $\varepsilon \cdot \varepsilon \in L^{*}$ and $b a^{i} \cdot a^{n-1-i} b \in L^{*}$, where $0 \leq i \leq n-1$, condition (F1) is satisfied. To prove (F2), consider two cases: (1) Pairs of forms $\left(b a^{i}, a^{n-1-i} b\right)$ and $\left(b a^{j}, a^{n-1-j} b\right)$, where $0 \leq i<j \leq n-1$. Then $b a^{i} \cdot a^{n-1-j} b=b a^{n-1-(j-i)} b$, which is the string not equal to $\varepsilon$ and with small number of $a$, so $b a^{i} \cdot a^{n-1-j} b \notin L^{*}$. (2) Pairs $\left(b a^{i}, a^{n-1-i} b\right)$ and $(\varepsilon, \varepsilon)$, where $0 \leq i \leq n-1$. Then if $i<n-1$, the string $b a^{i} \cdot \varepsilon \notin L^{*}$ and if $i=n-1$, the string $\varepsilon \cdot a^{n-1-i} b=b \notin L^{*}$. Hence $\mathcal{F}$ is fooling set for $L^{*}$, $\operatorname{sonsc}\left(L^{*}\right) \geq|\mathcal{F}|=n+1$.

Theorem 6.9 (Reversal). Let $n \geq 3$. Let $L$ be ideal languages over $\Sigma$ with $\operatorname{nsc}(L)=n$.
(a) If $L$ is right or two-sided or all-sided ideal, then $\operatorname{nsc}\left(L^{R}\right) \leq n$ and the bound is tight if $|\Sigma| \geq 1$.
(b) If $L$ is left ideal, then $\operatorname{nsc}\left(L^{R}\right) \leq n+1$ and the bound is tight if $|\Sigma| \geq 3$.

Proof. (a) Let $L$ be a right ideal. We first prove the upper bound. Let $A$ be a minimal $n$-state NFA for $L$. We can construct an NFA $A^{R}$ for $L^{R}$ by reverse all transition and setting initial state of $A$ to final state and every final state of $A$ to initial state. Since by Proposition 6.1, NFA $A$ has unique final state, the $A^{R}$ has unique initial state and therefore $\operatorname{nsc}\left(L^{R}\right) \leq n$. Two-sided and all sided ideals are also right sided, so the upper bound is also $n$. To prove tightness, consider unary language $L$ with $\operatorname{nsc}(L)=n$. Such a language is the same for $L^{R}$, so $\operatorname{nsc}\left(L^{R}\right)=n$.
(b) Let $L$ be a left ideal. Let $A$ be a minimal $n$-state NFA for $L$. After construction of $A^{R}$ described in case (a) above we get NNFA with possible more initial states, so after adding new extra initial state $\operatorname{nsc}\left(L^{R}\right) \leq n+1$. To prove tightness, consider a language $L=(a+b+c)^{*} b\left(a^{n-2} c\right)^{*}\left(\varepsilon+a+a^{2}\right)$ shown in Figure 6.7.


Figure 6.7: The left ideal language $L$ with $\operatorname{nsc}\left(L^{R}\right)=n+1$.
Let $\mathcal{A}=\left\{\left(c a^{i}, a^{n-2-i} b\right) \mid 0 \leq i \leq n-3\right\} \cup\left\{\left(c a^{n-2} b, \varepsilon\right)\right\}$, and $\mathcal{B}=\left\{\left(c a^{n-2}, b\right)\right\}$. Minimal NFA for $L^{R}$ needs $n+1$ states, because $\mathcal{A} \cup B, A \cup\{(\varepsilon, b)\}$ and $B \cup\{(\varepsilon, a b)\}$ are fooling sets. We show that $\mathcal{A} \cup \mathcal{B}, \mathcal{A} \cup\{(\varepsilon, b)\}$ and $\mathcal{B} \cup\{(\varepsilon, a b)\}$ are fooling sets. Consider three cases: (1) The set $\mathcal{A} \cup \mathcal{B}$. Since reversals of $c a^{i} \cdot a^{n-2-i} b$ for $0 \leq i \leq n-2$ are in $L$ and also reversal of $c a^{n-2} b \cdot \varepsilon$ is in $L$, the condition (F1) is satisfied. To prove (F2) we have two cases:
(1.1) Consider two pairs $\left(c a^{i}, a^{n-2-i} b\right)$ and $\left(c a^{j}, a^{n-2-j} b\right)$ where $0 \leq i<j \leq n-2$. Then in the string $c a^{i} a^{n-2-j} b$ are less $a^{\prime}$ s than $n-2$, so $c a^{i} \cdot a^{n-2-j} b \notin L^{R}$.
(1.2) Consider pair $\left(c a^{i}, a^{n-2-i} b\right)$, where $0 \leq i \leq n-2$ and $\left(c a^{n-2} b, \varepsilon\right)$. Then $c a^{i} \cdot \varepsilon$ does not contain any symbol $b$, so $c a^{i} \cdot \varepsilon \notin L^{R}$.

Hence, the set $\mathcal{A} \cup \mathcal{B}$ is fooling set.
(2) The set $\mathcal{A} \cup\{(\varepsilon, b)\}$. The condition (F1) for $\mathcal{A}$ was proved in case (1) and for $(\varepsilon, b)$ is also satisfied. To prove (F2) we have two cases:
(2.1) Consider $\left(c a^{i}, a^{n-2-i} b\right)$, where $0 \leq i \leq n-3$ and $(\varepsilon, b)$. Then $c a^{i} \cdot b$ contains less than $n-2 a$ 's between $c$ and $b$, so $c a^{i} \cdot b \notin L^{R}$.
(2.2) Consider $\left(c a^{n-2} b, \varepsilon\right)$ and $(\varepsilon, b)$. Then $\varepsilon \cdot \varepsilon \notin L^{R}$

Hence, the set $\mathcal{A} \cup\{(\varepsilon, b)\}$ is fooling set.
(3) The set $\mathcal{B} \cup\{(\varepsilon, a b)\}$. The reversals $c a^{n-2} \cdot b$ and $\varepsilon \cdot a b$ are in $L$ so condition (F1) is satisfied. Concatenation $c a^{n-2} \cdot a b$ has more than $n-2 a$ 's between $b$ and $c$, so $c a^{n-2} \cdot a b \notin L^{R}$, which prove (F2).

Hence, the set $\mathcal{B} \cup\{(\varepsilon, a b)\}$ is fooling set. By Lemma 2.2 we have $\operatorname{nsc}\left(L^{R}\right) \geq|\mathcal{A}|+$ $|\mathcal{B}|+1=n+1$.

As the last operation, we study complementation on ideal languages.
Theorem 6.10 (Complementation). Let $n \geq 3$. Let $L$ be a language over $\Sigma$ with $n s c(L)=n$.
(a) If $L$ is a right or left ideal, then $\operatorname{nsc}\left(L^{c}\right) \leq 2^{n-1}$. The bound is tight if $|\Sigma| \geq 2$.
(b) If $L$ is a two-sided ideal, then $\operatorname{nsc}\left(L^{c}\right) \leq 2^{n-2}$. The bound is tight if $|\Sigma| \geq 2$.
(c) If $L$ is an all-sided ideal, then $\operatorname{nsc}\left(L^{c}\right) \leq 2^{n-2}$. The bound is tight if $|\Sigma| \geq 2^{n-2}$.

Proof. (a) First, let us consider right ideal languages.


Figure 6.8: An NFA of a binary right ideal language $L$ with $\operatorname{nsc}\left(L^{c}\right)=2^{n-1}$
Let $A=(Q, \Sigma, \delta, s, F)$ be a minimal $n$-state NFA for a right ideal $L$. Then by Proposition 6.1 the NFA $A$ has a unique final state $f$ which goes to itself on every input symbol, that is, we have $\delta(f, a)=\{f\}$ for each $a$ in $\Sigma$. It follows that in the subset automaton of the NFA $A$, all final states are equivalent since they accept all the strings in $\Sigma^{*}$. Hence the subset automaton has at most $2^{n-1}+1$ reachable and pairwice distinguishable states. By interchanging the final and non-final states, we get a DFA $B$ for $L^{c}$. The DFA $B$ has a dead state. After removing the dead state, we get an NFA $N$ for $L^{c}$ of at most $2^{n-1}$ states.

To prove tightness, let $L=G \cdot b \cdot(a+b)^{*}$, where $G$ is the language accepted by the binary $(n-1)$-state NFA $N$ shown in Figure 3.1. Then $L$ is accepted by the $n$-state NFA $N$ shown in Figure 6.8 and by Proposition 6.1 it is a right ideal. The NFA $N$ is minimal because $\mathcal{F}=\left\{\left(a^{i}, a^{n-2-i} b\right) \mid 0 \leq i \leq n-2\right\} \cup\left\{\left(a^{n-2} b, \varepsilon\right)\right\}$ is a fooling set for $L$.

Let $\mathcal{F}=\left\{\left(u_{S}, v_{S}\right) \mid S \subseteq\{1,2, \ldots, n-1\}\right\}$ be a fooling set for $G^{c}$ as described in $\left[30\right.$, Theorem 5]. We prove that the set $\mathcal{F}^{\prime}=\left\{\left(u_{S}, v_{S} \cdot b\right) \mid S \subseteq\{1,2, \ldots, n-1\}\right\}$ is a fooling set for $L^{c}$.
(F1) For each $S$, the string $u_{S} v_{S}$ is in $G^{c}$, so it is not accepted by $N$. It follows that the string $u_{S} v_{S} b$ is not accepted by $A$. Thus $u_{S} v_{S} b$ is in $L^{c}$.
(F2) Let $S \neq T$. Then $u_{S} v_{T} \notin G^{c}$ or $u_{T} v_{S} \notin G^{c}$. In the former case, the string $u_{S} v_{T}$ is accepted by the NFA $N$, and therefore the string $u_{S} v_{T} b$ is accepted by $A$. Hence $u_{S} v_{T} b \notin L^{c}$. The latter case is symmetric.

Hence $\mathcal{F}^{\prime}$ is a fooling set for $L^{c}$, which means that $\operatorname{nsc}(L)=2^{n-1}$.
Second, let us consider left ideal languages.
Let $A=(Q, \Sigma, \delta, s, F)$ be a minimal $n$-state NFA for a left ideal $L$. By Proposition 6.1 we can add a loop in the initial state $s$ on every input symbol, we get an NFA $N$ which is


Figure 6.9: An NFA of a binary left ideal language $L$ with $\operatorname{nsc}\left(L^{c}\right)=2^{n-1}$
equivalent to $A$. Since the initial state $s$ of $N$ goes to itself on every input symbol, each reachable subset of the subset automaton of $N$ contains the initial state $s$, so the number of all reachable subsets is at most $2^{n-1}$.

To prove tightness, let the language $L$ be accepted by NFA $A$ in Figure 6.9. Then $L$ is by Proposition 6.1 binary left ideal. The NFA $A$ is minimal because $\mathcal{F}=\left\{\left(a^{i}, a^{n-1-i}\right) \mid\right.$ $0 \leq i \leq n-1\}$ is fooling set for $L$.

We are going to consider $L^{c}$. Let us consider set of states $\{1,2, \ldots, n-1\}$ in NFA $A$. Our aim is to find two strings $u_{S}$ and $v_{S}$ for every subset $S$ of $\{1,2, \ldots, n-1\}$ such that $\mathcal{F}=\left\{\left(u_{S}, v_{S}\right) \mid S \subseteq\{1,2, \ldots, n-1\}\right\}$ would be a fooling set for $L^{c}$. Such strings are described in Preliminaries in Theorem 3.1, for a little different automaton but description is the same unless the size of set of states. Summarize the property of strings $u_{S}, v_{S}$ :
(1) string $u_{S}$ is such that the state 1 goes to the set $S$ after reading $u_{S}$
(2) if $p \in S$, then the string $v_{S}$ is rejected by the NFA $A$ from the state $p$.
(3) if $p \notin S$, then string $v_{S}$ is accepted by the NFA $A$ form the state $p$.

The proof is almost the same as in [30, Theorem 5] and we omit it.
Now, we prove that the set $\mathcal{F}^{\prime}=\left\{\left(a \cdot u_{S}, v_{S}\right) \mid S \subseteq\{1,2, \ldots, n-1\}\right\}$ is a fooling set for $L^{c}$.
(F1) For each $S$, the string $u_{S} v_{S}$ is not accepted from state 1 , so it follows that the string $a u_{S} v_{S}$ is not accepted by $A$. Thus $a u_{S} v_{S}$ is in $L^{c}$.
(F2) Let $S \neq T$. Then $u_{S} v_{T} \notin L^{c}$ or $u_{T} v_{S} \notin L^{c}$. Let $u_{S} v_{T}$ be accepted by the NFA $A$, and therefore the string $a u_{S} v_{T}$ is accepted by $A$. Hence $a u_{S} v_{T} \notin L^{c}$. The latter case is symmetric.

Hence $\mathcal{F}^{\prime}$ is a fooling set for $L^{c}$, which means that $\operatorname{nsc}(L)=2^{n-1}$.
(b)

Let $A=(Q, \Sigma, \delta, s, F)$ be a minimal $n$-state NFA for a two-sided ideal $L$. Then by Proposition 6.2 $A$ has a unique final state $f$ which goes to itself on every input symbols. We can also by Proposition 6.2 add a loop in initial state $s$ for every input symbol. That is, we have $\delta(f, a)=\{f\}$ for each $a$ in $\Sigma$ and $\delta(s, a)=\{s\}$ for each $a$ in $\Sigma$. It follows that in the subset automaton of the NFA $A$ are at most $2^{n-1}$ reachable subsets, but every


Figure 6.10: An NFA of a binary two-sided ideal language $L$ with $\operatorname{nsc}\left(L^{c}\right)=2^{n-2}$


Figure 6.11: Example of a all-sided ideal language with NFA of four states and alphabet $\Sigma=\left\{a_{\emptyset}, a_{1}, a_{2}, a_{12}\right\}$
subset containing final state $f$ are equivalent, hence the subset automaton has at most $2^{n-2}+1$ reachable and pairwise distinguishable states. By interchanging the final and non-final states, we get a DFA $B$ for $L^{c}$. The DFA $B$ has a dead state. After removing the dead state, we get an NFA $N$ for $L^{c}$ of at most $2^{n-2}$ states.

To prove tightness, let the language $L$ be accepted by NFA $A$ in Figure 6.10. Then $L$ is by Proposition 6.2 binary two-sided ideal. The NFA $A$ is minimal because $\mathcal{F}=$ $\left\{\left(a^{i}, a^{n-2-i} b\right) \mid 0 \leq i \leq n-2\right\} \cup\left\{\left(a^{n-2} b, \varepsilon\right)\right\}$ is fooling set for $L$. Let us define set of pairs as $\mathcal{F}^{\prime}=\left\{\left(a \cdot u_{S}, v_{S} \cdot b\right) \mid S \subseteq\{1,2, \ldots, n-2\}\right\}$, where strings $u_{S}, v_{S}$ are define the same way as in Preliminaries in Theorem 3.1. The set $\mathcal{F}^{\prime}$ is fooling set for $L^{c}$ with $2^{n-2}$ elements, thus $\operatorname{nsc}\left(L^{c}\right) \geq 2^{n-2}$.
(c)

The upper bound is the same as for two-sided ideals. To prove tightness, let $\Sigma=$ $\left\{a_{S} \mid S \subseteq\{1,2, \ldots, n-2\}\right\}$ be an alphabet with $2^{n-2}$ symbols. Consider the language $L$ accepted by the NFA $A=(\{0,1, \ldots, n-1\}, \Sigma, \delta, 0,\{n-1\})$ where for each symbol $a_{S}$, we have

$$
\begin{aligned}
& \delta\left(0, a_{S}\right)=\{0\} \cup S ; \\
& \delta\left(i, a_{S}\right)=\{i\} \text { if } i \in S ; \\
& \delta\left(i, a_{S}\right)=\{i, n-1\} \text { if } i \in\{1,2, \ldots, n-2\} \backslash S ; \\
& \delta\left(n-1, a_{S}\right)=\{n-1\} .
\end{aligned}
$$

At the Figure 6.11 is shown NFA with $n=4$.
Since in each state of $A$, we have a loop on every input symbol, the language $L$ is an all-sided ideal by Proposition 6.3.

Let $\mathcal{F}=\left\{\left(a_{S}, a_{S}\right) \mid S \subseteq\{1,2, \ldots, n-2\}\right\}$. Let us show that $\mathcal{F}$ is a fooling set for $L^{c}$.
(F1) For each $S$, the NFA $A$ reaches the set $\{0\} \cup S$ by $a_{S}$. By the next $a_{S}$, the NFA $A$ remains in the set $\{0\} \cup S$, and rejects. Thus $a_{S} a_{S} \in L^{c}$.
(F2) Let $S$ and $T$ be two subsets of $\{1,2, \ldots, n-2\}$ with $S \neq T$. Without loss of generality, there is a state $i$ with $i \in S$ and $i \notin T$. By $a_{S}$, the NFA $A$ goes to $\{0\} \cup S$. Since $i \in S$, the NFA $A$ goes to $i$ by $a_{S}$. Then it goes to the state $n-1$ by $a_{T}$ since $i \notin T$. Hence $A$ accepts $a_{S} a_{T}$, and therefore $a_{S} a_{T} \notin L^{c}$.

Thus $\mathcal{F}$ is a fooling set for $L^{c}$. It follows that $\operatorname{nsc}\left(L^{c}\right) \geq 2^{n-2}$.

### 6.4 Concluding remarks and open problems

We investigated the nondeterministic state complexity of basic regular operations on the classes of ideal languages. For each class and for each operation, we obtained the tight upper bounds. These bounds are the same as in the general case of regular languages for intersection and star on all four classes, and reversal on left ideals, while in the remaining cases the complexity is always smaller than for regular languages.

To prove tightness we usually used a binary alphabet which is always optimal. In all the cases where we used a larger alphabet for describing witness languages, It remains open whether the obtained upper bounds can be met also by languages defined over smaller alphabets. We also considered the unary case. Our results are summarized in the following tables.

| Class | $K \cap L$ | $\|\Sigma\|$ | $K \cup L$ | $\|\Sigma\|$ | $K \cdot L$ | $\|\Sigma\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Right ideal | $m n$ | 2 | $m+n$ | 2 | $m+n-1$ | 1 |
| Left ideal | $m n$ | 2 | $m+n-1$ | 2 | $m+n-1$ | 1 |
| Two-sided ideal | $m n$ | 2 | $m+n-2$ | 2 | $m+n-1$ | 1 |
| All-sided ideal | $m n$ | 2 | $m+n-2$ | 2 | $m+n-1$ | 1 |
| Unary ideal | $\max (m, n)$ |  | $\min (m, n)$ |  | $m+n-1$ |  |
| Regular | $m n$ | 2 | $m+n+1$ | 2 | $m+n$ | 2 |
| Unary regular | $m n ;$ |  | $m+n+1 ;$ | $\geq m+n-1$ |  |  |
|  | $\operatorname{gcd}(m, n)=1$ |  | $\operatorname{gcd}(m, n)=1$ | $\leq m+n$ |  |  |

Table 6.1: The nondeterministic complexity of intersection, union, and concatenation on ideal languages. The results for regular languages are from [24].

| Class | $L^{*}$ | $\|\Sigma\|$ | $L^{R}$ | $\|\Sigma\|$ | $L^{c}$ | $\|\Sigma\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Right ideal | $n+1$ | 2 | $n$ | 1 | $2^{n-1}$ | 2 |
| Left ideal | $n+1$ | 2 | $n+1$ | 3 | $2^{n-1}$ | 2 |
| Two-sided ideal | $n+1$ | 2 | $n$ | 1 | $2^{n-2}$ | 2 |
| All-sided ideal | $n+1$ | 2 | $n$ | 1 | $2^{n-2}$ | $2^{n-2}$ |
| Unary ideal | $n-1$ |  | $n$ |  | $n-1$ |  |
| Regular | $n+1$ | 1 | $n+1$ | 2 | $2^{n}$ | 2 |
| Unary regular | $n+1$ |  | $n$ |  | $2^{\Theta(\sqrt{n \log n})}$ |  |

Table 6.2: The nondeterministic complexity of star, reversal, and complementation on ideal languages. The results for regular languages are from [24].

## Chapter 7

## Convex Languages

In this chapter we study the nondeterministic complexity of basic operations on convexlanguages. Recall that a language $L$ is prefix-convex if $u, w \in L$ and $u$ is a prefix of $w$ imply that each string $v$ such that $u$ is a prefix of $v$ and $v$ is a prefix of $w$ is in $L$. Suffix-, factor-, and subword-convex languages are defined analogously. Except for complementation on factor- and subword-convex languages, we always obtain tight upper bounds.

### 7.1 Properties of convex languages

Our first proposition provides a sufficient condition on a DFA to accept a prefix-convex language.

Proposition 7.1. Let $D=(Q, \Sigma, \cdot, s, F)$ be a DFA. If for each final state $q$ and each symbol $a$ in $\Sigma$, the state $q \cdot a$ is final or dead, then $L(D)$ is prefix-convex.

Proof. Let $u$ and $w$ be strings in $L(D)$ such that $u$ is a prefix of $w$, that is, $w=u v$ for a string $v$. In the accepting computation on $u v$, the state reached after reading $u$ is final. It follows that all the following states in this computation must be final because otherwise $w$ would be rejected. Hence $L(D)$ is prefix-convex.

### 7.2 Unary convex languages

In this chapter we examine unary convex languages and nondeterministic state complexity of operations on them. Notice that if $i \leq j$, then $a^{i}$ is a prefix, suffix, factor, and subword of $a^{j}$. It follows that in the unary case all convex classes coincide.

Let $L$ be a unary convex language and $k$ be the length of the shortest string in $L$. If $L$ is infinite, then $L=\left\{a^{i} \mid i \geq k\right\}$. If $L$ is finite and $\ell$ is the length of the longest string in $L$, then $L=\left\{a^{i} \mid k \leq i \leq \ell\right\}$. In the first case the set $\left\{\left(a^{i}, a^{k-i}\right) \mid 0 \leq i \leq k\right\}$ is a fooling set for $L$. In the second case the set $\left\{\left(a^{i}, a^{\ell-i}\right) \mid 0 \leq i \leq \ell\right\}$ is a fooling set for $L$. It follows that the minimal incomplete DFA for $L$, which has $k+1$ states if $L$ is infinite, and $\ell+1$ states if $L$ is finite, is a minimal NFA for $L$.

The next theorem provides the tight upper bounds for unary convex languages. All the results, except for the intersection, hold true for free languages too; notice that witness languages for all operations, except for intersection, are free.

Theorem 7.2 (Operations on unary convex languages). Let $m, n \geq 2$. Let $K$ and $L$ be unary convex languages with $\operatorname{nsc}(K)=m$ and $\operatorname{nsc}(L)=n$. Then
(1) $\operatorname{nsc}(K \cap L), \operatorname{nsc}(K \cup L) \leq \max \{m, n\}$,
(2) $\operatorname{nsc}(K L) \leq m+n-1$,
(3) $\operatorname{nsc}\left(L^{*}\right) \leq n-1, \operatorname{nsc}\left(L^{R}\right) \leq n$, and $\operatorname{nsc}\left(L^{c}\right) \leq n+1$,
and all these upper bounds are tight.
Proof. The upper bound for intersection and union can be verified by the case analysis, where $K$ and $L$ can be final or non-final. The upper bounds for concatenation and complement follow from the fact that the minimal NFAs can be incomplete deterministic. The upper bound for reversal follows from the fact that $L^{R}=L$.

Now we prove an upper bound for star. Let $L$ be a unary convex language with $\operatorname{nsc}(L)=n$. If $L$ is infinite, then $L=a^{n-1} a^{*}$, and the language $L^{*}$ is accepted by the $(n-1)$-state NFA $N=(\{0,1, \ldots, n-2\},\{a\}, \cdot, 0,\{0\})$ where $i \cdot a=\{i+1\}$ if $i<n-2$ and $i \cdot a=\{0, n-2\}$ if $i=n-2$.

If $L$ is finite, then there is an integer $k$ such that $L=\left\{a^{i} \mid k \leq i \leq n-1\right\}$. Then the $(n-1)$-state NFA for the language $L^{*}$ can be constructed from a minimal incomplete DFA $(\{0,1, \ldots, n-1\},\{a\}, \cdot, 0,\{k, k+1, \ldots, n-1\})$ for $L$ by making the state $n-1$ initial, adding the transition $(n-1, a, 1)$, and removing the state 0 .

The languages $a^{m-1} a^{*}$ and $a^{n-1} a^{*}$ meet the upper bound for intersection, the languages $a^{m-1}$ and $a^{n-1}$ meet the upper bound for union and concatenation, the language $a^{n-1}$ meets the upper bound for square, star, reversal, and the language $\left\{a^{i} \mid 0 \leq i \leq n-1\right\}$ meets the upper bound for complementation.

### 7.3 Operations on convex languages

We start with the operations of intersection and union.
Theorem 7.3 (Intersection). The nondeterministic state complexity of intersection on all the four classes of convex languages is mn. The upper bound is met by binary subwordconvex languages, and it cannot be met in the unary case.

Proof. The upper bound is the same as for regular languages. Binary subword-closed, so also subword-convex, languages meeting the bound $m n$ for their intersection are given in Theorem 5.6. By Theorem 7.2, the complexity of intersection in the unary case is $\max \{m, n\}$, so the bound $m n$ cannot be met in the unary case.

Theorem 7.4 (Union). The nondeterministic state complexity of union on all the four classes of convex languages is $m+n+1$. The upper bound is met by binary subword-convex languages, and it cannot be met in the unary case.

Proof. The upper bound is the same as for regular languages. Binary subword-closed, so also subword-convex, witnesses are described in Theorem 5.5. In the unary case, the complexity of union is $\max \{m, n\}$ by Theorem 7.2.

Let us continue with concatenation, star, and reversal.
Theorem 7.5 (Concatenation). The nondeterministic state complexities of concatenation on each of the four classes of convex languages is $m+n$. The upper bound is met by ternary subword convex languages.

Proof. The upper bound is the same as for regular languages. Ternary subword-closed, so also subword-convex, languages meeting the bound $m+n$ for concatenation are described in Theorem 5.7.

Theorem 7.6 (Star). The nondeterministic state complexity of star on all the four convex classes is $n+1$. The upper bound is met by a binary subword-convex language, and it cannot be met in the unary case.

Proof. The upper bound is the same as for regular languages. The binary all-sided ideal, so subword-convex language, meeting the upper bound is described in Theorem 5.8. As shown in Theorem 7.2, case (3), the upper bound cannot be met by any unary convex language.

Theorem 7.7 (Reversal). The nondeterministic state complexity of reversal on all the four classes of convex languages is $n+1$. All the witnesses are binary, except for subwordconvex languages, where the witness is defined over an alphabet of size $2 n-2$. The upper bound cannot be met by any unary convex language.

Proof. The upper bound is the same as for regular languages. The subword-closed, so also subword-convex, witness defined over an alphabet of size $2 n-2$ is described in Theorem 5.9. Binary factor-closed, so also factor-convex, language given by Theorem 5.9, proves the tightness for the remaining convex classes. The binary alphabet is optimal since $L=L^{R}$ for every unary language $L$.

Now we turn our attention to the complementation operation. To get an automaton for the complement of a language $L$ represented by an $n$-state NFA, we first apply the subset construction to this NFA. Then, we interchange the final and non-final states. This gives an upper bound $2^{n}$. The binary witness is provided in [30, Theorem 5], and binary prefix-closed language meeting the bound $2^{n}$ is described in Theorem 5.10. The same theorem provides tight upper bound $2^{n-1}+1$ for complement on suffix-, factor, and subword-closed languages, with a binary suffix- and factor-closed witness and a subword-closed witness defined over an alphabet of size $2^{n}$.

The aim of the next part is to describe a suffix-convex language meeting the upper bound $2^{n}$ for complementation. Notice that it must be so called proper suffix-convex language, that is, a suffix-convex language which is neither suffix-free nor suffix-closed nor left-ideal, since as mentioned above, the nondeterministic complexity of complementation on suffix-closed and suffix-free languages is less than $2^{n}$; cf. Theorems 5.10, 4.22, and 4.37, and the same is true for left ideal languages; cf. Theorem 6.10.

Lemma 7.8. Let $n \geq 3$. There exists a suffix-convex language $L$ over a 5 -letter alphabet such that $\operatorname{nsc}(L)=n$ and $\operatorname{nsc}\left(L^{c}\right)=2^{n}$.

Proof. Let $L$ be the language accepted by the nondeterministic finite automaton $A=$ $(\{0,1, \ldots, n-1\},\{a, b, c, d, e\}, 0, \cdot,\{1,2, \ldots, n-1\})$, where the transitions on $a$ and $b$ are shown in Figure 7.1, the transitions on $c, d, e$ are as follows:

$$
\begin{aligned}
& 0 \cdot c=\{0,1, \ldots, n-1\} \\
& 0 \cdot d=\{1,2, \ldots, n-1\} \\
& q \cdot e=\{n-1\} \text { for each state } q \text { of } A,
\end{aligned}
$$

and all the remaining transitions go to the empty set. In the NFA $A^{R}$, the final state 0 goes to itself on $a, b, c$ and to the empty set on $d$ and $e$. Next, every other state of $A^{R}$ goes to 0 on $d$, and the state $n-1$ goes to $\{0,1, \ldots, n-1\}$ on $e$.


Figure 7.1: Transitions on $a$ and $b$ in suffix-convex witness for complementation.

Thus in the subset automaton of $A^{R}$, each final subset, that is, a subset containing the state 0 , goes either to a final subset containing 0 or to the empty set on each input symbol. By Proposition 7.1, $L^{R}$ is prefix-convex, so $L$ is suffix-convex.

Let us show that each subset of the state set of $A$ is reachable and co-reachable. Notice that
$\{0\} \cdot a=0,\{0\} \cdot b=\{0\}$,
$0 \cdot c=\{0,1, \ldots, n-1\}$, and
$0 \cdot d=\{1,2, \ldots, n-1\}$.
Moreover, we can shift each subset of $\{1,2, \ldots, n-1\}$ cyclically by one using the symbol $a$. Next, we can eliminate the state 1 from each subset containing 1 by $b$. It follows that each subset is reachable.

To prove co-reachability, notice that the initial subset of $A^{R}$ is $\{1,2, \ldots, n-1\}$ and it goes to $\{0,1, \ldots, n-1\}$ on $e$. We again use symbol $a$ to shift subsets of $\{1,2, \ldots, n-1\}$ and symbol $b$ to eliminate the state 1 . It follows that every subset is co-reachable. By Proposition 2.7, we have $\operatorname{nsc}\left(L^{c}\right)=2^{n}$.

The next theorem summarizes our results on the nondeterministic complexity of complementation on the classes of convex languages.

Theorem 7.9 (Complementation). The nondeterministic state complexity of complementation is $2^{n}$ on prefix- and suffix-convex languages. The prefix-convex witness is binary, and the suffix-convex witness is defined over a 5-letter alphabet. On factor- and subword-convex languages, the complexity of complementation is at least $2^{n-1}+1$ and at most $2^{n}$.

Proof. Binary prefix-closed witness is given in 5.10. Lemma 7.8 provides a suffix-convex witness over a 5 -letter alphabet. The lower bound for factor- and subword-convex languages follows from 5.10 as well.

### 7.4 Concluding remarks and open problems

Tables 7.1 and 7.2 summarizes our results on convex languages. In the second table, the • means that the complexity is the same as in the previous column. This table also displays the sizes of alphabet used for describing wittnes languages. Whenever the alphabet is binary or unary, it is always optimal, otherwise we do not know whether the upper bounds are tight also for smaller alphabets. The exact complexity of complementation in the classes of factor-convex and subword-convex languages remains open.

|  | $K \cap L$ | $K \cup L$ | $K L$ | $L^{*}$ | $L^{c}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Unary convex | $\max \{m, n\}$ | $\max \{m, n\}$ | $m+n-1$ | $n-1$ | $n+1$ |
| Unary regular [24] | $m n ;$ | $m+n+1 ;$ | $\geq m+n-1$ | $n+1$ | $2^{\Theta(\sqrt{n \log n})}$ |
|  | $\operatorname{gcd}(m, n)=1$ | $\operatorname{gcd}(m, n)=1$ | $\leq m+n$ |  |  |

Table 7.1: Nondeterministic complexity of operations on unary convex classes.

|  | Regular [24, 30] |  | Prefix- | Suffix- | Factor- | Subword-convex |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $K \cap L$ | $m n$ | 2 | 2 | 2 | 2 |  | 2 |
| $K \cup L$ | $m+n+1$ | 2 | 2 | 2 | 2 | . | 2 |
| KL | $m+n$ | 2 | 3 | . 3 | 3 | . | 3 |
| $L^{*}$ | $n+1$ | 1 | 2 | . 2 | 2 | . | 2 |
| $L^{R}$ | $n+1$ | 2 | 2 | 2 | 2 | . | $2 n-2$ |
| $L^{c}$ | $2^{n}$ | 2 | 2 | . 5 | $\begin{aligned} & \geq 2^{n-1}+1 \quad 2 \\ & \leq 2^{n} \end{aligned}$ | $\begin{aligned} & \geq 2^{n-1}+1 \\ & \leq 2^{n} \end{aligned}$ | $2^{n}$ |

Table 7.2: Nondeterministic complexity of operations on convex classes. The $\cdot$ means that the complexity is the same as in the previous column.

## Conclusions

In this thesis, we studied the nondeterministic state complexity of basic unary and binary operations on the subregular classes of free, closed, ideal, and convex languages. After providing basic definitions and notations, we summarized the known results concerning the complexity of basic operations on the above mentioned classes in the deterministic case, and on the class of regular languages in the nondeterministic case in Chapter 3. In the next chapter, we described upper and lower bound methods used throughout this thesis.

In Chapter 4 we examined the operations on the classes of prefix-, suffix-, factor-, and subword-free languages, and we obtained tight upper bounds in each case. The most interesting result of this part of the thesis is obtaining the complexity of complementation for prefix-, suffix-, and factor-free languages. In each of these three classes, we described witness languages over a ternary alphabet, and we were able to show that the upper bounds cannot be met by any binary languages.

In Chapters 5 and 6 we studied closed and ideal languages. For each of these eight subclasses, we again found the exact nondeterministic complexity of each considered operation. Except for three cases, all our witness languages are desribed over a fixed alphabet of size at most three, and moreover binary alphabets are always optimal.

In Chapter 7 we used our previous results to show that the complexity of each operation, except for complementation, in the class of convex languages is the same as in the general case of regular languages. A careful reader might notice that the classes of prefix-free, prefix-closed, and right ideal languages are subclasses of the class of prefixconvex languages; and we have similar inclusions in the other three convex classes. In the case of complementation on suffix-convex languages, we obtained another very interesting result of this thesis. We described a proper suffix-convex language, that is, a suffix-convex language which is neither suffix-free, nor suffix-closed, nor left ideal, meeting the upper bound $2^{n}$ for its complementation. We had to find such a special language because the complexity of complementation on the classes of suffix-free, suffix-closed, and left ideal
languages is less than $2^{n}$.
Some problems remained open. For complementation on subword-free languages, we defined witnesses over a growing alphabet. It is open whether the upper bound is tight for some fixed alphabet. In the classes of closed and ideal languages, some of our witnesses were described over a ternary alphabet. We do not know whether or not a binary alphabet can be used to describe the corresponding witnesses. The exact nondeterministic state complexity of complementation in the classes of factor-convex and subword-convex languages remains open as well.
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