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a b s t r a c t

We present binary deterministic finite automata of n states that meet the upper bound
2n on the state complexity of reversal. The automata have a single final state and
are one-cycle-free-path automata; thus the witness languages are deterministic union-
free languages. This result allows us to describe a binary language such that the
nondeterministic state complexity of the language and of its complement is n and n + 1,
respectively, while the state complexity of the language is 2n. Next, we show that if the
nondeterministic state complexity of a language and of its complement is n, then the state
complexity of the language cannot be 2n. We also provide lower and upper bounds on the
state complexity of such a language.
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1. Introduction

Reversal is an operation on formal languages defined as LR = {wR
| w ∈ L}, where wR stands for the string w written

backwards. The operation preserves regularity, as shown already by Rabin and Scott in 1959 [11]: A nondeterministic finite
automaton for the reverse of a regular language can be obtained from an automaton recognizing the given language by
swapping the role of initial and final states, and by reversing the transitions. This gives the upper bound 2n on the state
complexity of reversal, that is, on the number of states that are sufficient and necessary in the worst case for a deterministic
finite automaton to accept the reversal of a language represented by a deterministic finite automaton of n states.

In 1966,Mirkin [10] pointed out that Lupanov’s ternarywitness automaton for nfa-to-dfa conversion presented in 1963 in
[8] proves the tightness of the upper bound 2n for reversal in the ternary case, since the ternary nondeterministic automaton
is a reverse of a deterministic automaton.

Another ternary worst-case example for the reversal was given in 1981 by Leiss [7], who also proved the tightness of the
upper bound in the binary case. However, his binary automata have n/2 final states.

In 2004, the authors of [12, Theorem 3] claimed a binaryworst-case examplewith a single accepting state. Unfortunately,
the result does not hold:whenn = 8,with the initial and final state 1, thenumber of reachable states in the subset automaton
for the reversal is 252 instead of 256. A similar problem arises whenever n = 8+4k for a non-negative integer k. This result
has been used in the literature several times, so our first aim is to present correct binary witness automata with a single
final state.

We start with an observation that all the states in the subset automaton corresponding to the reverse of a minimal
deterministic automaton are pairwise distinguishable [1,10]. This allows us to avoid the proof of distinguishability of states
throughout the paper.

✩ A preliminary version of this paper was presented at the 13th International Workshop on Descriptional Complexity of Formal Systems (DCFS 2011)
held in Limburg, Germany, on 25–27 July 2011.
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Then we present a ternary worst-case example with a very simple proof of reachability of all the subsets. In a more
difficultway,we prove ourmain result that the upper bound 2n can bemet by a binary n-state deterministic finite automaton
with a single final state. Our witness automata are uniformly defined for all integers n, and can be used in all the cases where
the incorrect result from [12] has been used.

The binary witnesses allow us to prove the tightness of the upper bound also in the case of reversal of deterministic
union-free languages, that is, languages represented by so called one-cycle-free-path deterministic automata, inwhich from
each state there exists exactly one cycle-free accepting path [5]. This was our first motivation for finding binary worst-
case examples with a single final state. We also need such examples to be able to describe a binary language such that
the nondeterministic state complexity of the language and of its complement is n and n + 1, respectively, while the state
complexity of the language (and of its complement) is 2n. In both these cases, the existence of a single final state in the
binary witness automaton for reversal is crucial. In the latter case, we also prove that, except when n = 2, there is no
regular language such that both the language and its complement have nondeterministic state complexity n, while the state
complexity of the languagewould be 2n.We also provide lower and upper bounds on the state complexity of such a language,
and conclude the paper with some open problems.

2. Preliminaries

This section gives some basic definitions, notation, and preliminary results used throughout the paper. For further details,
we refer the reader to [13,15].

LetΣ be a finite alphabet, and letΣ∗ be the set of all strings over the alphabetΣ including the empty string ε. A language
is any subset of Σ∗. For a language L, we denote by Lc the complement of L, that is, the language Σ∗

\ L. The cardinality of a
finite set A is denoted by |A|, and its power-set by 2A.

A deterministic finite automaton (dfa) is a quintuple M = (Q , Σ, δ, s, F), where Q is a finite set of states, Σ is a finite
input alphabet, δ is the transition function that maps Q × Σ to Q , s is the initial (start) state, s ∈ Q , and F is the set of
final states, F ⊆ Q . In this paper, all dfas are assumed to be complete. The transition function δ is extended to the domain
Q × Σ∗ in a natural way. The language accepted by dfa M is the set L(M) = {w ∈ Σ∗

| δ(s, w) ∈ F}. Two states of a dfa are
distinguishable if there exists a string w which is accepted from one of the states and rejected from the other. Otherwise,
the two states are equivalent.

A nondeterministic finite automaton (nfa) is a quintuple M = (Q , Σ, δ, S, F), where Q , Σ , and F are defined the same
way as in a dfa, S is the set of initial states, and δ is the nondeterministic transition function that maps Q × Σ to 2Q . The
transition function can be naturally extended to the domain 2Q

× Σ∗. The language accepted by nfa M is the set of strings
L(M) = {w ∈ Σ∗

| δ(S, w) ∩ F ≠ ∅}.
Two automata are equivalent if they accept the same language. A dfa (an nfa)M isminimal if every dfa (respectively, every

nfa) that is equivalent toM has at least as many states asM . It is well known that a dfa is minimal if and only if all its states
are reachable from the initial state, and no two different states are equivalent.

The state complexity of a regular language L, sc(L), is the number of states in the minimal dfa accepting language L. The
nondeterministic state complexity of a regular language L, nsc(L), is defined as the number of states in a minimal nfa with a
single initial state for language L.

An nfa (Q , Σ, δ, S, F) can be converted to an equivalent dfa (2Q , Σ, δ′, S, F ′) by the subset construction [11]. The
transition function δ′ is defined by δ′(R, a) =


r∈R δ(r, a), and a state R in 2Q is in F ′ if R ∩ F ≠ ∅. We call the resulting dfa

the subset automaton corresponding to the given nfa. The subset automaton need not be minimal, since some states may be
unreachable or equivalent.

The reverse wR of a string w is defined as follows: εR
= ε and if w = va for a string v in Σ∗ and a symbol a in Σ ,

then wR
= avR. The reverse of a language L is the language LR = {wR

| w ∈ L}. The reverse of a dfa A = (Q , Σ, δ, s, F) is
the nfa AR obtained from A by reversing all the transitions and by swapping the roles of the initial and final states, that is,
AR

= (Q , Σ, δR, F , {s}), where δR(q, a) = {p ∈ Q | δ(p, a) = q}.
Proposition 1. The reverse of a dfa A recognizes the language L (A)R.
Proposition 2. Let L be a regular language with sc(L) = n. Then sc(LR) 6 2n.
Proof. The reverse AR of theminimal dfa A for language L is an n-state nfa (possibly withmultiple initial states) for language
LR. After applying the subset construction to nfa AR, we get a dfa for language LR of at most 2n states. �

For the sake of completeness, we give a short proof of the fact that, in the subset automaton corresponding to the reverse
of a minimal deterministic finite automaton, all states are pairwise distinguishable [1,4,10].
Proposition 3 ([1,4,10]). All the states of the subset automaton corresponding to the reverse of a minimal dfa are pairwise
distinguishable.
Proof. Let AR be the reverse of a minimal dfa A, and let q be an arbitrary state of nfa AR. Since state q is reachable in dfa A,
there is a stringwq that is accepted in nfa AR from state q. Moreover, stringwq is not accepted by nfa AR from any other state,
because otherwise there would be two distinct computations of dfa A on string wR

q . It follows that, in the subset automaton
corresponding to nfa AR, all the states are pairwise distinguishable: two distinct subsets of the state set of nfa AR must differ
in a state q of the nfa, and therefore string wq distinguishes the two subsets. �
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Fig. 1. Lupanov’s ternary worst-case example for nfa-to-dfa conversion; the nfa is the reverse of a dfa.

Fig. 2. The ternary n-state dfa meeting the upper bound 2n for reversal.

Fig. 3. The reverse of the dfa from Fig. 2; states renamed.

We first present a ternary regular languagemeeting the upper bound 2n for reversal with a very easy proof of reachability
of all the subsets. Let us recall that, in 1966, Mirkin [10] pointed out that the ternary Lupanov worst-case automaton for nfa-
to-dfa conversion published in 1963 in [8] and shown in Fig. 1 is the reverse of a dfa. It follows that the bound 2n for reversal
is tight for alphabets of size at least three. The ternary worst-case example presented in 1994 by Yu et al. [16] with b and
c interchanged is the same as Lupanov’s example. A similar ternary witness language was given in 1981 by Leiss [7]. The
proofs of reachability of all the subsets in the corresponding subset automata rely on the fact that all the permutations can
be generated by the cyclic permutation and the transposition. The following example is a bit different.

Proposition 4 (Ternary Worst-Case Example). Let n > 2. There exists a ternary regular language L with sc(L) = n such that
sc(LR) = 2n.

Proof. Consider the ternary language accepted by the dfa of Fig. 2. Construct annfa for the reverse of the recognized language
from the dfa by reversing all the transitions, and swapping the roles of the initial and final states. For the purpose of the proof,
rename its states using numbers 0, 1, . . . , n − 1, as shown in Fig. 3.

Let us show that the corresponding subset automaton has 2n reachable states. The proof is by induction on the size
of subsets of the state set {0, 1, . . . , n − 1}. All the singleton sets are reached from the initial state {0} by strings in
a∗, and the empty set is reached from state {1} by b. Next, each set {i1, i2, . . . , ik} of size k, where 2 6 k 6 n and
0 6 i1 < i2 < · · · < ik 6 n − 1, is reached from the set {0, i3 − i2 + 1, . . . , ik − i2 + 1} of size k − 1 by string bc i2−i1−1ai1 .
All the states are pairwise distinguishable by Proposition 3. �

3. Binary worst-case languages for reversal

The aim of this section is to present a binary n-state dfa with a single final state meeting the upper bound 2n for reversal.
Recall that our motivation for having just one final state comes from the research on self-verifying automata [6] and union-
free languages [5]. A binary worst-case dfa with multiple final states was given by Leiss [7] in 1981; Fig. 4 shows the dfa
when n = 6. Notice that here every other state is final, so it is rather inconvenient to display the figure in the general case.

The paper [12] presents the binary dfa scheme depicted in Fig. 5, and claims that every dfa A resulting from the scheme
and satisfying L(A) ≠ ∅ and L(A) ≠ Σ∗ requires 2n deterministic states for the reverse of language L(A). Unfortunately, the
example does not work: when n = 8, and with the initial and single accepting state 1, the resulting dfa has 252 reachable
states instead of 256: notice that subsets {1, 4, 5, 8}, {8, 3, 4, 7}, {7, 2, 3, 6}, {6, 1, 2, 5}, are not reachable in the subset
automaton corresponding to the reverse of the dfa, since each of them contains exactly one of the states 1 and 3, and
therefore cannot be reached from any subset by b. Moreover, in the subset automaton,we have {6, 1, 2, 5}

a
→ {7, 2, 3, 6}

a
→

{8, 3, 4, 7}
a

→ {1, 4, 5, 8}
a

→ {6, 1, 2, 5}, and no other state goes to one of the four sets by a. It follows that none of these sets
is reachable. A similar argument holds for every integer nwith n = 8+ 4k, where the set {1, 4, 5, 8, 9, . . . , n− 4, n− 3, n}
and all its shifts by a are not reachable.

The correct binary worst-case dfas with a single final state, uniformly defined for every nwith n > 2, have been recently
presented by Šebej in [14]. The next theorem gives an alternative proof for slightly modified Šebej automata. Notice that the
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Fig. 4. Leiss’s binary worst-case example for reversal with multiple final states; n = 6.

Fig. 5. The dfa scheme from [12, Theorem 3].

Fig. 6. The binary n-state dfa with a single final state meeting the upper bound 2n for reversal.

Fig. 7. The reverse of the dfa from Fig. 6; states renamed.

dfas in the theorem below are so-called one-cycle-free-path dfas, that is, from each state of the dfa, there exists exactly one
cycle-free accepting path. Therefore, the resulting languages are deterministic union-free languages [5]. This shows that the
upper bound 2n on reversal is met by binary deterministic union-free languages, which improves a result from [5].

Theorem 5 (Binary Worst-Case Example). Let n > 2. There exists a binary (deterministic union-free) regular language L with
sc(L) = n such that sc(LR) = 2n.

Proof. Consider the binary n-state dfa A of Fig. 6 with states 1, 2, . . . , n, of which 1 is the initial state, and state n is the
single final state. By a, state 3 goes to state 1, state n goes to state 4, and every other state i goes to state i + 1. By b, state 2
goes to state 1, state 3 goes to state 4, state 4 goes to state 3, and every other state goes to itself.

If n = 2, then state 2 goes to 1 by a. If n = 3, then state 3 goes to itself by b. In these two cases, after applying subset
construction to the reverse of dfa A, we get a four-state minimal dfa if n = 2, and an eight-state minimal dfa if n = 3.

Now, let n > 4. Construct an nfa for the reverse of language L (A) from dfa A by swapping the roles of the initial and final
states, and by reversing all the transitions. To simplify the proof, let us rename the states of the resulting nfa as shown in
Fig. 7. The first three states are now denoted by q1, q2, and q3, and the remaining states are numbered by 0, 1, . . . ,m − 1,
withm = n − 3. We are going to show that the corresponding subset automaton has 2n reachable states.

Notice that, in the nfa, by bb state q1 goes to {q1, q2}, state q2 goes to the empty set, and every other state goes to itself.
In the corresponding subset automaton, all the singleton sets are reached from the initial state {m − 1} by strings in

a∗ba∗, and the empty set is reached from state {q2} by b.
Now, we show that every state {q1, q2, q3} ∪ X with X ⊆ {0, 1, . . . ,m− 1} is reachable. The proof is by induction on the

size of X . The set {q1, q2, q3} is reached from state {q1} by babb. State {q1, q2, q3} goes by b to state {q1, q2} ∪ {0}, and then
by string abb to state {q1, q2, q3} ∪ {m− 1}, fromwhich every state {q1, q2, q3} ∪ {j} with 0 6 j 6 m− 1 can be reached by a
string in a∗. Next, every state {q1, q2, q3} ∪ {i1, i2, . . . , ik}, where 2 6 k 6 m and 0 6 i1 < i2 < · · · < ik 6 m − 1, is reached
from state {q1, q2, q3} ∪ {i2 − i1, . . . , ik − i1} by babbam−1−i1 . Since the latter state is reachable by the induction hypothesis,
the former state is reachable as well. It follows that every state {q1, q2, q3} ∪ X with X ⊆ {0, 1, . . . ,m − 1} is reachable.

Next, we show that every state {q3} ∪ X with X ⊆ {0, 1, . . . ,m− 1} is reachable. For a subset X of {0, 1, . . . ,m− 1} and
a number i, denote by X ⊕ i the set that goes to X by ai, that is, X ⊕ i = {(x + i) mod m | x ∈ X}. We have |X ⊕ i| = |X |.
Consider the following five cases (here the arithmetic is modulom).
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Fig. 8. The dfa for a left ideal meeting the bound 2n−1
+ 1 for reversal; unspecified transitions on c go to state 1.

(i) Let m − 2 ∈ X . Take X ′
= X \ {m − 2}. Then 0 /∈ X ′

⊕ 2. Therefore, state {q1, q2, q3} ∪ (X ′
⊕ 2), which is reachable as

shown above, goes to state {q3} ∪ X by baabb, since we have

{q1, q2, q3} ∪ (X ′
⊕ 2)

b
→ {q1, q2} ∪ {0} ∪ (X ′

⊕ 2)
aa
→ {q2, q3} ∪ {m − 2} ∪ X ′ bb

→ {q3} ∪ {m − 2} ∪ X ′

= {q3} ∪ X .

(ii) Let there exist an integer k such that (m − 2) − 3k is in X . Then state {q3} ∪ (X ⊕ 3k) containingm − 2 is reachable, as
shown in case (i), and goes to state {q3} ∪ X by a3k.

(iii) Let there exist a k such that (m − 2) − 3k − 1 is in X . Then state {q3} ∪ (X ⊕ 4) is reachable, as shown in case (ii), and
goes to {q3} ∪ X by aabbaabb, since we have

{q3} ∪ (X ⊕ 4)
aa
→ {q1} ∪ (X ⊕ 2)

bb
→ {q1, q2} ∪ (X ⊕ 2)

aa
→ {q2, q3} ∪ X

bb
→ {q3} ∪ X . (1)

(iv) Let there exist a k such that (m−2)−3k−2 is in X . Then {q3}∪ (X ⊕4) is reachable, as in case (iii), and goes to {q3}∪X
by aabbaabb, as the chain of transitions in (1) shows.

(v) State {q3} is reachable since it is a singleton set.

Thus every state {q3} ∪ X with X ⊆ {0, 1, . . . ,m − 1} is reachable. It follows that every state {q1} ∪ X as well as every
state {q2} ∪ X is reachable, since each state {q3} ∪ (X ⊕ 1) goes to {q2} ∪ X by a, and each state {q3} ∪ (X ⊕ 2) goes to
{q1} ∪ X by aa. Now, every state {q1, q2} ∪ X is reached from state {q1} ∪ X by bb. States {q1, q3} ∪ X and {q2, q3} ∪ X with
X ⊆ {0, 1, . . . ,m − 1} are reached from states {q1, q2} ∪ (X ⊕ 1) and {q1, q2} ∪ (X ⊕ 2) by a and aa, respectively. Finally,
every state {q2} ∪ X goes to state ∅ ∪ X by bb.

Hence, all the subsets of the state set {q1, q2, q3} ∪ {0, 1, . . . ,m − 1} are reachable. By Proposition 3, the subsets are
pairwise distinguishable, and our proof is complete. �

4. Binary witnesses for reversal in some other results

The incorrect result from [12] has been used for the reversals of left ideal languages and suffix-closed languages [2,3].
Here we restate these results, and present correct witnesses. Recall that a language L over an alphabet Σ is a left ideal if
L = Σ∗L, and is suffix closed if, for every string w in L, every suffix of w is in L as well. Moreover, a language is suffix closed
if and only if its complement is a left ideal: Language L is suffix closed iff uv ∈ L implies that v ∈ L, which holds if and only
if w ∈ Lc implies xw ∈ Lc for every x in Σ∗.

Theorem 6 ([2], Theorem 15, Reversal of Left Ideals). Let L be a left ideal with sc(L) = n, where n > 3. Then sc(LR) 6 2n−1
+ 1,

and the bound is tight in the ternary case.

Proof. The upper bound is from [2]. For tightness, consider the ternary language accepted by the dfa of Fig. 8, where
unspecified transitions on c go to state 1. Notice that the language is a left ideal since, for every string w in L, the strings
aw, bw, and cw are in L as well. Consider the subset automaton corresponding to the reverse of this dfa. By Theorem 5, all
the subsets of {1, 2, . . . , n − 1} are reachable from the initial state {n − 1}. State {0, 1, . . . , n − 1} is reached from state {1}
by c . All the states are pairwise distinguishable by Proposition 3. �

Theorem 7 ([3], Theorem 5, Reversal of Suffix-Closed Languages). Let L be a suffix-closed regular language with sc(L) = n,
where n > 3. Then sc(LR) 6 2n−1

+ 1, and the bound is tight in the ternary case.

Proof. The operation of reversal commutes with complementation, and the complement of a suffix-closed language is a left
ideal. Thus the upper bound follows. For tightness, consider the complement of the languages accepted by the dfa of Fig. 8.
The language is suffix closed, and it meets the upper bound, as shown in the proof above. �

Now, we use the binary witnesses for reversal described in the previous section to strengthen the following result
by Mera and Pighizzini [9] showing that there exists a ternary witness language for nfa-to-dfa conversion with small
nondeterministic complexity of its complement.

Theorem 8 ([9]). For every positive integer n, there exists a regular language L over the alphabet {a, b, c} such that
• nsc(L) = n,
• nsc(Lc) 6 n + 1,
• sc(L) = 2n.
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Fig. 9. The 2-state nfas for a language L and Lc , respectively, with sc(L) = 4.

Our first question is if nsc(Lc) in the above theorem can be decreased to n. Fig. 9 shows that, when n = 2, this can indeed
happen. The complement of the 2-state nfa language of Fig. 9 (left) is accepted by the 2-state nfa of Fig. 9 (right), while
the state complexity of the language (and of its complement) is 4. However, the next theorem shows that this is only an
exception.

Theorem 9. Let n ≠ 2. There is no regular language L such that
• nsc(L) = n,
• nsc(Lc) = n,
• sc(L) = 2n.

Proof. If n = 1, then one of the language or its complement must be empty; thus the other one is Σ∗. Both are 1-state dfa
languages. Assume that there is a language Lwith sc(L) = 2n and nsc(L) = nsc(Lc) = n and n > 3.

LetM be an n-state nfa for the language Lwith states q1, . . . , qn, of which q1 is the single initial state. Let N be an n-state
nfa for the complement Lc with states p1, . . . , pn, of which p1 is a single initial state. Let M ′ and N ′ be the 2n-state dfas
obtained from nfasM and N , respectively, by the subset construction. Since both nfasM and N have at least one final state,
both dfas M ′ and N ′ have at least 2n−1 final states. Since the sum of final states in dfas M ′ and N ′ is 2n, it follows that both
nfas M and N must have exactly one final state. Moreover, exactly one of the initial states of nfas M and N is accepting.
Without loss of generality, state q1 is accepting, and so state p1 is rejecting. Since q1 is the only accepting state in nfaM , we
have

if u ∈ L and v ∈ L, then also uv ∈ L. (2)

Let p2 be the final state of nfa N . Since n > 3, and nfa N has exactly one final state, state p3 is rejecting. Since rejecting
state {p1, p3} is reachable in the subset automaton N ′, there is a string u such that the initial state {p1} goes by u to the
rejecting state {p1, p3} in dfa N ′ for language Lc . This means that string u is in language L. Now we are going to show that, in
dfa N ′, the rejecting states {p1, p3} and {p1} must be equivalent.

If a string v is accepted by dfa N ′ from state {p1}, then it is also accepted from state {p1, p3}. If a string v is rejected by
dfa N ′ from state {p1}, then v must be in language L. But then, by (2), we have that uv ∈ L, and so uv /∈ Lc . This means
that v must be rejected by dfa N ′ from state {p1, p3}; recall that {p1} goes to {p1, p3} by u. Hence, states {p1} and {p1, p3} are
equivalent, which is a contradiction with sc(L) = sc(Lc) = 2n. �

Now, using the fact that the binary witnesses for reversal from Fig. 6 have a single final state, we can prove the following
theorem.

Theorem 10. Let n ≠ 2. There exists a binary regular language L such that
• nsc(L) = n,
• nsc(Lc) = n + 1,
• sc(L) = 2n.

Proof. If n = 1, then take L = {ε}. Let n > 3. Let A be the binary n-state dfa from Theorem 5 meeting the upper bound 2n

on the state complexity of reversal and shown in Fig. 6 on page 5. Set L = L(A)R. Then language L is accepted by n-state nfa
AR that has a single initial state, and Theorem 5 shows that sc(L) = sc(L(AR)) = 2n. Hence nsc(L) = n.

Next, we have Lc = (L(A)R)c = (L(A)c)R. A dfa for language L(A)c is obtained from dfa A by interchanging the accepting
and rejecting states. The reverse of this dfa is an nfa that has multiple initial states, and so we add a new initial state
to get an nfa with a single initial state for language (L(A)c)R. Therefore, taking into account the above theorem, we have
nsc(Lc) = n + 1. �

Now, we can ask what the largest value of sc(L) is if the nondeterministic state complexity of both L and Lc is n. The next
lemma shows that the state complexity of such a language may be 2n−1

+ 1.

Lemma 11. Let n > 3. There exists a binary regular language L such that nsc(L) = nsc(Lc) = n and sc(L) = 2n−1
+ 1.

Proof. Consider the language L accepted by the n-state nfa of Fig. 10. The nfa is constructed from the reverse of the (n− 1)-
state Šebej binary dfa of Fig. 6 by making state 1 final, and by adding a new initial rejecting state 0 that goes to state 1 by a,
and to itself by b. Then the initial state of the corresponding subset automaton is the rejecting state {0}, that goes to itself on
b, and to {1} by a. By Theorem 5, all the subsets of {1, 2, . . . , n−1} are reachable and pairwise distinguishable. The rejecting
state {0} is distinguished from any other rejecting state by bba.

Denote the nfa of Fig. 10 restricted to states 1, 2, . . . , n − 1 by N , and the language accepted by nfa N by L̂. Since the
reverse of nfa N is a dfa, we can complement this dfa and then again reverse it; this results in an nfa for the complement of
L̂with the same transitions as in nfa N but with initial states 2, 3, . . . , n − 1.
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Fig. 10. An n-state nfa for a language L with sc(L) = 2n−1
+ 1.

Fig. 11. An n-state nfa for the complement of the language from Fig. 10.

Now consider the n-state nfa shown in Fig. 11. It is constructed in a similar way as the nfa above, but, this time, the
new initial state is accepting, and goes to itself by b, and to the set {2, 3, . . . , n − 1} by a. Therefore, in the corresponding
subset automaton, the initial state {0} is accepting, goes to itself on b, and to {2, 3, . . . , n − 1} by a, that is, by a it goes to
the initial state of the dfa for the complement of the language L̂. Since the state complexity of L̂c is 2n−1, all the subsets of
{1, 2, . . . , n − 1} must be reachable and pairwise distinguishable in the subset automaton. The accepting initial state {0}
is distinguished from any other accepting state by ba. Moreover, the subset automaton corresponding to the nfa of Fig. 10
can be obtained from the subset automaton for the nfa of Fig. 11 by interchanging the accepting and rejecting states (and
renaming the states).

Since the subset automata have more than 2n−1 reachable and pairwise distinguishable states, both nfas are minimal.
Thus we have nsc(L) = nsc(Lc) = n and sc(L) = 2n−1

+ 1. Let us remark that the nfa of Fig. 10 accepts the language b∗aL̂,
while the nfa of Fig. 11 accepts its complement b∗

∪ b∗aL̂c . �

The next question is whether or not the state complexity of a language L with nsc(L) = nsc(Lc) = n may be larger than
2n−1

+ 1. Notice that in such a case at least one of the minimal nfas for the language or its complement must have just one
accepting state. If every minimal n-state nfa for a language has more than one accepting state, then, in the corresponding
subset automaton, atmost 2n−2 states are rejecting. Thismeans that, in theminimal dfa for the complement of this language,
atmost 2n−2 are accepting. Thus, if wewant to havemore than 2n−1

+1 states in the dfa for the complement, at least 2n−2
+1

of themmust be rejecting. This can only happen if a minimal nfa for the complement has just one accepting state. The upper
bound on the state complexity in this case is thus 2n−1

+ 2n−2.
When theminimal nfas for both language and its complement have just one accepting state, the arguments of the proof of

Theorem 9 show that states {p1} and {p1}∪S with S ⊆ {3, 4, . . . , n}, and {p1, p2} and {p1, p2}∪S with S ⊆ {3, 4, . . . , n}, are
equivalent. This gives the upper bound 2n−1

+2 on the state complexity in such a case. Summarizing, we have the following
result.
Theorem 12. Let L be a regular language such that nsc(L) = nsc(Lc) = n. Then sc(L) 6 2n−1

+ 2n−2. When both minimal
nondeterministic automata for languages L and Lc have exactly one final state, we have sc(L) 6 2n−1

+ 2. The lower bound
2n−1

+ 1 on the state complexity of such a language is met in the binary case.

Proof. The upper bounds follow directly from the considerations above. Lemma 11 shows that the binary language accepted
by the nfa of Fig. 10 meets the lower bound 2n−1

+ 1. �

Whether or not the upper bounds are tight remains open. Quite a lot of attempts to meet at least the bound 2n−1
+ 2

were unsuccessful, and even using larger alphabets was of no help.

5. Conclusions

We have examined the state complexity of reversal of regular languages. First, we presented a simple proof that the
upper bound 2n is tight in the ternary case. Then we described binary languages represented by n-state deterministic finite
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automata with a single final state meeting the upper bound on the state complexity of reversal. Moreover, these automata
are one-cycle-free-path automata. Therefore, the binary witness languages are deterministic union-free languages, which
improves a result from [5].

Using presented witnesses, we described a binary language such that the nondeterministic state complexity of the
language and of its complement is n and n + 1, respectively, while the state complexity of the language (and of its
complement) is 2n. This decreases the size of the alphabet used in [9] for describing languages satisfying these requirements.

We also proved that there is no regular languagewith state complexity 2n such that both the language and its complement
would have nondeterministic state complexity n. If the nondeterministic state complexity of both a language and its
complement is n, the upper bound on the state complexity of the language is 2n−1

+ 2n−2. Moreover, if both minimal n-
state nfas for a language and its complement have just one final state, then the upper bound is 2n−1

+ 2. The lower bound
2n−1

+ 1 is met by a binary language. Whether or not the upper bounds are tight remains open.
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