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#### Abstract

We give a characterization of nondeterministic automata accepting suffix-free languages, and a sufficient condition on deterministic automata to accept suffix-free languages. Then we investigate the state complexity of basic operations on binary suffix-free regular languages. In particular, we show that the upper bounds on the state complexity of all the boolean operations as well as of Kleene star are tight in the binary case. On the other hand, we prove that the bound for reversal cannot be met by binary languages. This solves several open questions stated by Han and Salomaa (Theoret. Comput. Sci. 410, 2537-2548, 2009).


## 1 Introduction

A language is suffix-free if it does not contain two strings, one of which is a proper suffix of the other. Motivating by suffix-freeness property of some codes used in information processing and data compression, Han and Salomaa [8 examined state complexity of basic operations on suffix-free regular languages. This is a part of research devoted to investigation of the state complexity of regular operations in various subclasses of the class of regular languages [13|4|5/79|10].

Here we continue this research, and study the class of suffix-free languages in more detail. We first give a characterization of nondeterministic finite automata recognizing suffix-free languages. Using this characterization we state a sufficient condition on a deterministic finite automaton to accept a suffix-free language. This allows us to avoid proofs of suffix-freeness of languages throughout the paper. Then we study the state complexity of operations in the class of binary suffix-free languages. In particular, we show that the bounds for all the boolean operations as well as for Kleene star are tight in the binary case. On the other hand, the bound for reversal, that is tight in the ternary case [8], cannot be met by binary languages. We provide lower and upper bounds on the state complexity of reversal of binary suffix-free languages. In the case of concatenation, where witness languages in [8 are defined over a four-letter alphabet, we give ternary worst-case languages. We conclude the paper with several open problems.

[^0]
## 2 Suffix-Free Languages and Suffix-Free Automata

We assume that the reader is familiar with basic notions of formal languages and automata theory, and for all unexplained notions, we refer to [1314. State complexity of a regular language $L, \operatorname{sc}(L)$, is the smallest number of states in any complete deterministic finite automaton (dfa) recognizing language $L$. Nondeterministic finite automata (nfa's) throughout the paper are $\varepsilon$-free.

If $w=u v$, then $v$ is a suffix of $w$, and if, moreover, $v \neq w$, then $v$ is a proper suffix of $w$. A language $L$ is suffix-free if for every string $w$ in $L$, no proper suffix of $w$ is in $L$. An automaton is suffix-free if it accepts a suffix-free language.

If an automaton accepts a non-empty suffix-free language, then it is nonreturning, that is, no transition goes to the initial state [8]. A suffix-free minimal dfa must have a dead state, that is, a rejecting state that goes to itself on every symbol [8]. Our first theorem provides a characterization of suffix-free nfa's. Then, a lemma providing a sufficient condition for a dfa to be suffix-free follows. We use the lemma several times to prove the suffix-freeness of automata.

Theorem 1 (Characterization of Suffix-Free NFA's). Consider a nonreturning nfa without unreachable states and with the initial state s. Let $L_{q}$ be the set of strings accepted by the nfa from state $q$. The nfa accepts a suffix-free language if and only if for each state $q$ with $q \neq s$, the language $L_{s} \cap L_{q}$ is empty.
Proof. Let a non-returning nfa accept a suffix-free language. Assume for a contradiction that there is a state $q$ with $q \neq s$ such that $L_{s} \cap L_{q} \neq \emptyset$. Then there exists a string $w$ that is accepted by the nfa from both $s$ and $q$. Since state $q$ is reachable, the initial state $s$ goes to state $q$ by a non-empty string $u$. Then the nfa accepts both strings $w$ and $u w$, which is a contradiction. The converse can be proved by contradiction in a similar way.

Lemma 1. Consider a non-returning dfa without unreachable states and with the sole final state. If there do not exist two distinct states that go to the same useful state by the same symbol of the input alphabet, then the dfa accepts a suffix-free language.

Proof. By Theorem 1, if the dfa is not suffix-free, then there exists a string $w$ accepted from the initial state and also from some other state. The two accepting paths end in the sole final state. So these paths must meet in some useful state $q$. The two predecessors of $q$ on the two paths go to $q$ by the same symbol.

## 3 Basic Operations on Binary Suffix-Free Languages

Han and Salomaa investigated the upper bounds for complexity of Kleene star, reversal and concatenation in [8]. They also presented witness languages for these bounds, however, the problem of tightness for small alphabets remained open. Here we investigate the complexity of mentioned operations on small alphabets.

First, we study the complexity of difference $(K \backslash L)$ and symmetric difference $(K \oplus L)$ that were not considered in [8]. Here we use the same witness binary languages as Olejár has used in [9 for union and intersection.

Theorem 2 (Boolean Operations). Let $K$ and $L$ be suffix-free languages over an alphabet $\Sigma$ with $\operatorname{sc}(K)=m$ and $\operatorname{sc}(L)=n$, where $m, n \geq 4$. Then

1. $\operatorname{sc}(K \cap L) \leq m n-2(m+n-3)$;
2. $\operatorname{sc}(K \cup L), \operatorname{sc}(K \oplus L) \leq m n-(m+n-2)$;
3. $\operatorname{sc}(K \backslash L) \leq m n-(m+2 n-4)$.

All the bounds are tight if $|\Sigma| \geq 2$.
Proof. The cases of intersection and union hold according to 9]. Let $Q_{K}, Q_{L}$, $F_{K}, F_{L}, s_{K}, s_{L}$ and $d_{K}, d_{L}$ denote the sets of states, final states, the initial states, and the dead states of suffix-free dfa's for $K$ and $L$, respectively. Consider the cross-product automaton for difference and symmetric difference, respectively. They differ only in final states. The set of final states is $\left(F_{K} \times Q_{L}\right) \backslash\left(F_{K} \times F_{L}\right)$ for difference and $\left(F_{K} \times Q_{L} \cup Q_{K} \times F_{L}\right) \backslash\left(F_{K} \times F_{L}\right)$ for symmetric difference. No pair $\left(s_{K}, q\right)$ with $q \neq s_{L}$ and $\left(p, s_{L}\right)$ with $p \neq s_{K}$ is reachable in the crossproduct automaton since the two dfa's are non-returning. So we can remove these $m+n-2$ unreachable states. Moreover, in the case of difference, there is no string accepted from a state, the first component of which is $d_{K}$. We can replace all such $n-2$ states with one dead state. Therefore, the minimal dfa for difference has at most $m n-(m+n-2)-(n-2)$ states, and for symmetric difference at most $m n-(m+n-2)$ states.

For tightness, consider the languages $K$ and $L$ accepted by dfa's $A$ and $B$ from [9, shown in Fig. 1], where dead states $m$ and $n$, as well as all the transitions to dead states, are omitted. By Lemma 1, both languages are suffix-free.

Consider the cross-product automaton for the language $K-L$, where the set of final states is $\{(m-1, j) \mid j \neq n-1\}$. In the proofs of Lemma 6 and Lemma 7 in [9], it is shown that states $(i, j)$ for $i=2, \ldots, m$ and $j=2, \ldots, n$, and the initial state $(1,1)$ are reachable. We show that these states are pairwise distinguishable. State $(m, n)$ is the only dead state. State $(1,1)$ is distinguished from any other state by a string starting with $b$. Consider two distinct states $(i, j)$ and $(k, \ell)$, where $2 \leq i, k \leq m-1$, and $2 \leq j, \ell \leq n$. If $i<k$, then the string $a^{n} b^{m-1-k}$ is accepted from $(k, \ell)$ and rejected from $(i, j)$. If $i=k$, then we can move the two states into two distinct states $\left(m-1, j^{\prime}\right)$ and $\left(m-1, \ell^{\prime}\right)$ in row $m-1$ by a word in $b^{*}$. If $j^{\prime}<\ell^{\prime}$, then the string $a^{n-1-j^{\prime}}$ is rejected from state $\left(m-1, j^{\prime}\right)$ and accepted from state $\left(m-1, \ell^{\prime}\right)$. This proves distinguishability of all the $m n-(m+2 n-4)$ states.


Fig. 1. Binary suffix-free dfa's meeting the upper bounds for Boolean operations

In the case of symmetric difference $K \oplus L$, the set of final states of the crossproduct automaton is $\{(i, j) \mid i=m-1$ or $j=n-1\}-\{(m-1, n-1)\}$. The proof of reachability is the same as above. State ( $m, n$ ) is the only dead state, and state $(1,1)$ is distinguished from any other state by a string starting with $b$. State $(m-1, n-1)$ is distinguished from any other rejecting state by string $a^{m}$. Consider two distinct rejecting states $(i, j)$ and $(k, \ell)$, both different from $(m-1, n-1)$. If $i=k$ and $j<\ell$, then they can be distinguished by $a^{n-1-j}$. If $i<k$, then string $b^{m-1-i} a^{m}$ distinguishes them. Now consider two distinct accepting states. States $(m-1, n-2)$ and $(m-2, n-1)$ can be distinguished by $a a$. Every other pair of accepting states can be distinguished by $b$ since either one state of the pair goes to an accepting state and the second one to a rejecting state, or both go to different rejecting and, as shown above, distinguishable states. This concludes our proof.

The next theorem shows that the upper bound $2^{n-2}+1$ for Kleene star, shown to be tight for a four-letter alphabet [8], is tight even in the binary case.

Theorem 3 (Star). Let $L$ be a suffix-free language over an alphabet $\Sigma$ with $\operatorname{sc}(L)=n$, where $n \geq 6$. Then $\operatorname{sc}\left(L^{*}\right) \leq 2^{n-2}+1$. The bound is tight if $|\Sigma| \geq 2$.

Proof. The upper bound is from [8]. For tightness, consider the binary dfa $A$ depicted in Fig. 2, where $n \geq 6$. By Lemma 11 automaton $A$ is suffix-free.


Fig. 2. Binary suffix-free dfa meeting the bound $2^{n-2}+1$ for star

According to [8, we can obtain an nfa for $L(A)^{*}$ from automaton A by adding a new transition from state 1 to itself by $b$, and making the initial state final. Furthermore we can omit the dead state. Let us denote the obtained $(n-1)$-state nfa for $L(A)^{*}$ by $A^{\prime}$. If we omit the initial state of nfa $A^{\prime}$, and consider state 1 as the initial state, then we get an $(n-2)$-state nfa which is isomorphic to the reverse of the $(n-2)$-state Sebej's automaton [12] meeting the upper bound $2^{n-2}$ for reversal. This means that in the subset automaton corresponding to nfa $A^{\prime}$, all the subsets of $\{1,2, \ldots, n-2\}$ are reachable and pairwise distinguishable. The initial state of the subset automaton is state $\{0\}$, which is final. The string $a^{3}$ distinguishes state $\{0\}$ from any other final state.

Now we investigate the state complexity of concatenation of two suffix-free languages. The upper bound is $(m-1) 2^{n-2}+1$ by [8], where its tightness for a four-letter alphabet is also proved. We start with the ternary case.


Fig. 3. Suffix-free dfa's meeting the bound $(m-1) 2^{n-2}+1$ for concatenation

Theorem 4 (Concatenation: Ternary Case). Let $K$ and $L$ be suffix-free languages over an alphabet $\Sigma$ with $\operatorname{sc}(K)=m$ and $\operatorname{sc}(L)=n$, where $m \geq 4$, $n \geq 3$. Then $\operatorname{sc}(K L) \leq(m-1) 2^{n-2}+1$, and the bound is tight if $|\Sigma| \geq 3$.

Proof. The upper bound is from [8. For tightness, consider ternary regular languages $K$ and $L$ accepted by the dfa's $A$ and $B$ shown in Fig. 3; to keep the figure transparent, we omit the dead states $q_{m-1}$ and $n-1$, and all the transitions to the dead states. By Lemma languages $K$ and $L$ are suffix-free.

Construct an nfa for language $K L$ from dfa's $A$ and $B$ by adding the transition on $c$ from state $q_{2}$ to state 1 and by declaring $q_{2}$ as a rejecting state.

The initial state of the corresponding subset automaton is $\left\{q_{0}\right\}$. We first show that for every subset $X$ of $\{1,2, \ldots, n-2\}$, state $\left\{q_{2}\right\} \cup X$ is reachable. The proof is by induction on $|X|$. The basis, $|X|=0$, holds since $\left\{q_{2}\right\}$ is reached from $\left\{q_{0}\right\}$ by $c a$. Assume that for every subset $Y$ of $\{1,2, \ldots, n-2\}$ of size $k-1$ state $\left\{q_{2}\right\} \cup Y$ is reachable. Let

$$
X=\left\{j_{1}, j_{2}, \ldots, j_{k}\right\} \text { with } j_{1}<j_{2}<\cdots<j_{k}
$$

be a subset of $\{1,2, \ldots, n-2\}$ of size $k$. Let

$$
Y=\left\{j_{2}-j_{1}+1, \ldots, j_{k}-j_{1}+1\right\} .
$$

Then state $\left\{q_{2}\right\} \cup Y$ is reachable by the induction hypothesis. Next, state $\left\{q_{2}\right\} \cup Y$ goes to $\left\{q_{2}\right\} \cup X$ by $c b^{j_{1}-1}$. Now if $i \in\{1, \ldots, m-2\}$, then state $\left\{q_{i}\right\} \cup X$ is reached from state $\left\{q_{2}\right\} \cup X$ by string $a^{m-4+i}$. State $\left\{q_{m-1}\right\} \cup X$ is reached from state $\left\{q_{2}\right\} \cup X$ by $b^{n-3} a b$. This proves the reachability of $(m-1) 2^{n-2}+1$ states.

It remains to show that these states are pairwise distinguishable. Since string $c a c$ is accepted by the nfa only from state $q_{0}$, the initial state $\left\{q_{0}\right\}$ of the subset automaton is distinguishable from any other state. States $\left\{q_{i}\right\} \cup X$ and $\left\{q_{j}\right\} \cup Y$ with $i<j$ are distinguished by $a^{m-i} c$. Finally, two states $\left\{q_{i}\right\} \cup X$ and $\left\{q_{i}\right\} \cup Y$ with $X \neq Y$ differ in a state $j$ in $\{1,2, \ldots, n-2\}$, and so the string $b^{n-j-1}$ distinguishes the two states.

Next we investigate the binary case. We present an $m$-state dfa and an $n$-state dfa such that the state complexity of $L(A) L(B)$ is $(m-1) 2^{n-2}$ providing that $m-2$ and $n-2$ are relatively prime numbers.


Fig. 4. Suffix-free dfa's $A$ and $B$ on binary alphabet

Theorem 5 (Concatenation: Binary Case). Let $m \geq 4, n \geq 3$, and let $m-2$ and $n-2$ be relatively prime. There exist binary suffix-free regular languages $K$ and $L$ with $\operatorname{sc}(K)=m$ and $\operatorname{sc}(L)=n$ such that $\operatorname{sc}(K L) \geq(m-1) 2^{n-2}$.

Proof. Let $K$ and $L$ be the languages accepted by dfa's $A$ and $B$ shown in Fig. (4) By Lemma 1, languages $K$ and $L$ are suffix-free. Construct an nfa for $K L$ from dfa's $A$ and $B$ by adding the transition on $b$ from state $q_{2}$ to state 1 , and by declaring $q_{2}$ as a rejecting state.

The lengths of the cycles in $A$ and $B$ are $m-2$ and $n-2$, respectively. Since $m-2$ and $n-2$ are relatively prime, there exist integers $y$ and $x$ such that $(m-2) y \equiv 1(\bmod n-2)$ and $(n-2) x \equiv 1(\bmod m-2)$.

The initial state of the subset automaton is $\left\{q_{0}\right\}$. We first show that for every subset $X$ of $\{1,2, \ldots, n-2\}$, state $\left\{q_{2}\right\} \cup X$ is reachable. The proof is by induction on $|X|$. The basis, $|X|=0$, holds since $\left\{q_{2}\right\}$ is reached from the initial state $\left\{q_{0}\right\}$ by $b a$. Let $X=\left\{j_{1}, j_{2}, \ldots, j_{k}\right\}$ with $j_{1}<j_{2}<\cdots<j_{k}$ be a subset of $\{1,2, \ldots, n-2\}$ of size $k$. State $\left\{q_{2}\right\} \cup X$ is reached from state $\left\{q_{2}\right\} \cup\left\{j_{2}-j_{1}+1, \ldots, j_{k}-j_{1}+1\right\}$ by $b a^{(m-2) y\left(j_{1}-1\right)}$. Now if $i \in\{1, \ldots, m-2\}$, then state $\left\{q_{i}\right\} \cup X$ is reached from state $\left\{q_{2}\right\} \cup X$ by string $a^{(n-2) x(m-4+i)}$. If $i=m-1$ and $X \neq\{1, \ldots, n-2\}$, then there exists some $z \in\{1, \ldots, n-2\}$ such that $z \notin X$. By string $a^{(m-2) y(n-2-z)+1}$, state $\left\{q_{3}\right\} \cup X^{\prime}$ is reached from $\left\{q_{2}\right\} \cup X$, where $X^{\prime}$ is a rotation of $X$ such that $1 \notin X^{\prime}$. Then from this state, we can reach $\left\{q_{m-1}\right\} \cup X^{\prime}$ by reading $b$. Then we can reach the desired state $\left\{q_{m-1}\right\} \cup X$ by reading $a^{z-1}$. This proves the reachability of $(m-1) 2^{n-2}$ states.

It remains to show that these states are pairwise distinguishable. Since string $b a b$ is accepted by the nfa only from state $q_{0}$, the initial state $\left\{q_{0}\right\}$ of the subset automaton is distinguishable from any other state. States $\left\{q_{i}\right\} \cup X$ and $\left\{q_{j}\right\} \cup Y$ with $i<j$ are distinguished by $a^{m-i} b$. Finally, states $\left\{q_{i}\right\} \cup X$ and $\left\{q_{i}\right\} \cup Y$ with $X \neq Y$ differ in a state $j$ in $\{1,2, \ldots, n-2\}$, and so string $a^{n-j-1}$ distinguishes the two states.

Han and Salomaa [8] proved that $2^{n-2}+1$ states are sufficient for reversal of suffix-free languages. They met this bound using a ternary alphabet. Theorem 6 shows that this upper bound cannot be met in the binary case.

Theorem 6 (Reversal). Let $L$ be a suffix-free regular language with $\operatorname{sc}(L)=n$, where $n \geq 3$. Then $\operatorname{sc}\left(L^{R}\right) \leq 2^{n-2}+1$. The bound is tight in the ternary case, but cannot be met in the binary case.

Proof. The bound is tight in the ternary case as shown in 8. Let us suppose by contradiction that there exists a minimal $n$-state suffix-free dfa $A$ over a binary alphabet such that the minimal dfa for the language $L(A)^{R}$ has $2^{n-2}+1$ states. Let the set of states of $A$ be $Q$, with the initial state $s$ and the dead state $d$. Construct nfa $A^{R}$ from the dfa $A$ by reversing all the transitions, and by swapping the role of the initial and final states. The dead state $d$ becomes unreachable in $A^{R}$, so we can omit it. The subset automaton corresponding to nfa $A^{R}$, after removing unreachable states, is a minimal dfa for $L(A)^{R}[2]$.

No subset $X$ of $Q$ such that $s \in X$ and $\{s\} \neq X$ is reachable in the subset automaton [8, Lemma 6]. It follows that the state set of the subset automaton consists of all the subsets of $Q-\{s, d\}$ and state $\{s\}$, that is, $2^{n-2}+1$ states in total. This means that the set $Z=Q-\{s, d\}$ is reachable in the subset automaton. Since in dfa $A$ there is a transition from state $s$ to some state $q$ in $Q-\{s, d\}$ on some letter $a$, in the subset automaton there is a transition on $a$ from $Z$ to a subset $Y$ such that $s \in Y$. If there are some states $p, p^{\prime}$ in $Q-\{s, d\}$ such that $p^{\prime}$ goes to $p$ by $a$ in dfa $A$, then $p^{\prime} \in Y$. Thus $\left\{s, p^{\prime}\right\} \subseteq Y$. This is a contradiction since such a state cannot be reachable in the subset automaton.

There remains the case when there are no states $p, p^{\prime}$ in $Q-\{s, d\}$ such that $p^{\prime}$ goes to $p$ by $a$ in dfa $A$. Then there are just transitions on $b$ among the states in $Q-\{s, d\}$. The determinization of $(n-2)$-state nfa over a unary alphabet requires $e^{\Theta(\sqrt{(n-2) \ln (n-2)})}=o\left(2^{n-2}+1\right)$ states [6].

The next theorem provides upper and lower bounds on the state complexity of the reversal of suffix-free languages in the binary case.

Theorem 7 (Reversal: Binary Case). Let $f_{2}(n)$ be the state complexity of reversal of binary suffix-free languages. Then $2^{n / 2-2}+1 \leq f_{2}(n) \leq 2^{n-4}+2^{n-3}+1$ for every integer $n$ with $n \geq 12$.

Proof. Let us prove the upper bound. We will continue our considerations from the proof of previous Theorem 6. Let $K$ be a language over $\{a, b\}$ accepted by an $n$-state suffix-free minimal dfa $A$ with the state set $Q=\{s, d, 1,2, \ldots n-2\}$, the initial state $s$, and the dead state $d$. Without loss of generality, state $s$ goes to a state $q$ in $\{1,2, \ldots, n-2\}$ by $a$. Construct nfa $A^{R}$ as in the previous proof.

First consider the case when there are two states $p$ and $p^{\prime}$ in $\{1,2, \ldots, n-2\}$ such that $p$ goes to $p^{\prime}$ by $a$ in dfa $A$. We have shown in the previous proof that we cannot reach the subset $Q-\{s, d\}$. Moreover, we cannot reach any subset containing both $p$ and $q$ due to the same argument. There are $2^{n-4}$ subsets of $Q-\{s, d\}$ that did not contain neither $p$ nor $q$. And there are $2^{n-3}$ subsets that contain at least one but not both of them. So, including the final state $\{s\}$, there are at most $2^{n-4}+2^{n-3}+1$ states in the corresponding subset automaton. If among the states in $\{1,2, \ldots, n-2\}$, there are just transitions on symbol $b$, then the state complexity of $K^{R}$ is asymptotically equal to $1+e^{\sqrt{(n-2) \ln (n-2)}}$.

Now we prove the lower bound. Consider the language $\# L_{m-2}$, where $L_{m-2}$ is the language over $\{a, b\}$ accepted by the $(m-2)$-state Šebej's dfa [12] meeting the upper bound $2^{m-2}$ for reversal. The minimal dfa $B_{\#}$ for $\# L_{m-2}$ has $m$ states. Language $\# L_{m-2}$ is suffix-free. Now, we can construct an automaton $C$ over a binary alphabet by encoding the three alphabet symbols of $B_{\#}$ with two symbols 0 and 1 as follows. For symbol \# we use code 00 , for symbol $a$ code 10 , and for $b$ we use 11 . For every state $q$ in $B_{\#}$, we add two special states $q^{\prime}$ and $q^{\prime \prime}$, and replace the transitions from $q$ as follows. The transition from $q$ to some $q_{\#}$ by \# is replaced with two transitions: The first one goes from $q$ to $q^{\prime}$ by 0 , and the second one from $q^{\prime}$ to $q_{\#}$ by 0 . The transition from $q$ to some $q_{a}$ by $a$ is replaced with transitions from $q$ to $q^{\prime \prime}$ by 1 and from $q^{\prime \prime}$ to $q_{a}$ by 0 . The transition from $q$ to some $q_{b}$ by $b$ is replaced with transitions from $q$ to $q^{\prime \prime}$ by 1 and from $q^{\prime \prime}$ to $q_{b}$ by 1 . All the transitions not defined above go to the dead state. The number of states in $C$ is $3 m$. However, there are $m+1$ states that are equivalent to the dead state: For the initial state $s$, state $s^{\prime \prime}$ goes to the dead state $d$ by both 0 and 1 . For all states $q$ except for $s, q^{\prime}$ goes to $d$ by both 0 and 1 , and in the case of $d$, also state $d^{\prime \prime}$ goes to $d$ by 0 and 1 . So we can replace all the mentioned special states with $d$. After removing these equivalent states, there remains $2 m-1$ states in $C$. Automaton $C$ is deterministic. Let us prove that it is suffix-free. Suppose by contradiction that $C$ accepts a string $w$ and also its proper suffix $v$. Both are of even length, since strings of odd length are not accepted by $C$. So they can be decoded as $w^{\prime}$ and $v^{\prime}$, respectively, where $v^{\prime}$ is a suffix of $w^{\prime}$ and both are accepted by $B_{\#}$, which is a contradiction.

Now we prove that $C$ accepts the encoded language of $B_{\#}$. If the length of a string $w$ in $\{0,1\}^{*}$ is odd, then it is rejected in $C$ since it ends in a special state or in $d$. If the length is even, then $w$ can be decoded and it is accepted in $C$ if and only if the decoded $w$ is accepted in $B_{\#}$. We construct nfa $C^{\prime}$ for language $L(C)^{R}$ by reversing all the transitions in $C$. In the corresponding subset automaton, we can reach all the $2^{m-2}+1$ states which are pairwise distinguishable, as in the subset automaton for $L\left(B_{\#}\right)^{R}$. So if $n$ is the size of the minimal dfa for the encoded language, then $L(C)^{R}$ requires at least $2^{n / 2-2}+1$ states.

## 4 Conclusions

We gave a characterization of suffix-free nfa's and a sufficient condition on a dfa to accept a suffix-free language. This allowed us to avoid proofs of suffix-freeness of all the languages we have used throughout the paper. Then we investigated the operational state complexity of suffix-free regular languages. We solved completely the case of difference, symmetric difference, and Kleene star since we proved that the general upper bounds for these operations can be met in the binary case.

In the case of concatenation, we provided ternary witness languages. For the binary case, we presented an example that almost meets the upper bound in infinitely many cases. It remains open whether the bound for concatenation can be met in the binary case.

Then we showed that the upper bound for reversal cannot be met in the binary case, and we also gave lower and upper bounds for that case. The exact value of the state complexity of reversal in the binary case remains open.
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